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1 Installation and Device Management

1.1 System Management

1.1.1 Console Management

S8 console cable console porty @g

® Cables

console cable , USB to RS232 cable

® login the device

Open your software Putty, set baud rate to 9600
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Categon:

= Session | Basic options for your PuT T session ]
Lluggng Specify the destination you want to connect to

= Terminal .
Keyboard Serial line Speed
Bel (COM1 =500 ]
Features Connection bppe:

= Window OBaw O Jelnet ORlogin (OSSH (& Serial
A
E:ﬂi:{: = Load, save rt-r delete a stored session
Translation Saved Sessions
Selection [ |
Colours Default Settings

= Connection Load
Data Save
Proxy
T
Rlagin

# SSH
Senal Close windows on exit:
O Always (O Never (= Only on clean exit

After system prompts "Ruijie>", you can start your configuration

1.1.2 Telnet Management

I. Network Topology

Console

192.168.1.2/24 192.168.1.1/24

Il. Configuration Steps

1.  console connect to device and set passwords
2. setip and gateway

ruijie(config)#interface vlan 1
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ruijie(config-if-VLAN 1)#ip address 192.168.1.1 255.255.255.0

ruijie(config)#ip route 0.0.0.0 0.0.0.0 192.168.1.2
3. set telnet password

ruijie(config)#line vty 0 4
ruijie(config-line)#password ruijie
4. set enable password

Ruijie(config)#enable password ruijie

I1l. Verification
Telnet 192.168.1.1

Microsoft Windows [Uersion 6.1.76811
Copyright <c?» 28H? Microsoft Corporation.

C:Users“Scott>telnet 192.168.1.1_

Input telnet password

All r»ights reserved.

Uzer Access Uerification
FPazsword:

Ruijie>

Input enable password

ruijierenahle

Password:
ruijielt

1.1.3 SSH Management

I. Network Topology

Console

iﬁ! FOM fS= ; —.
< S

192.168.1.2124 192.168.1.1/24

I console




Il. Configuration Steps
1. enable SSH service
Ruijie#tconfigure terminal

Ruijie(config)#enable service ssh-server

2. generate key
Ruijie(config)#crypto key generate dsa

Choose the size of the key modulus in the range of 360 to 2048 for your Signature Keys. Choosing a key modulus

greater than 512 may take a few minute
How many bits in the modulus [512]: /llpress enter

% Generating 512 bit DSA keys ...[ok]

3. configure IP address
Ruijie(config)#interface gigabitEthernet 0/0
Ruijie(config-if-GigabitEthernet 0/0)#ip address 192.168.1.1 255.255.255.0

Ruijie(config-if-GigabitEthernet 0/0)#exit

Solution 1: password login
Ruijie(config)#line vty 0 4
Ruijie(config-line)#login
Ruijie(config-line)#password ruijie
Ruijie(config-line)#exit
Ruijie(config)#enable password ruijie
Ruijie(config)#end

Ruijie#twrite

Solution 2: username & password login
Ruijie(config)#line vty 0 4
Ruijie(config-line)#login local
Ruijie(config-line)#exit
Ruijie(config)#username admin password ruijie

Ruijie(config)#enable password ruijie



Ruijie(config)#end

Ruijiefwrite

I1l. Verification
check SSH service

Location

1.1.4 Creating a Management IP Address

Creating a Management IP Address
The SVI and router port address can be used as the management address of the layer 3 switch.

Layer 3 Switch:
The address of a layer-3 switch can be configured for management or communication, for example, as the gateway for a user.

Configuration Method 1:
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.1.1 255.255.255.0
Ruijie(config-if-VLAN 10)#end

Ruijie#twrite



Note: To configure the address for VLANs other than VLAN 1 in interface configuration mode, create the

corresponding VLAN first; otherwise, a failure prompt is displayed.

Configuration Method 2:
Ruijie>enable
Ruijie#tconfigure terminal
Ruijie(config)#int GigabitEthernet 1/1

Ruijie(config-if-GigabitEthernet 1/1)#no switchport------ >configure the port as layer 3 port before configuring ip

address
Ruijie(config-if-GigabitEthernet 1/1)#ip add 192.168.16.1 255.255.255.0
Ruijie(config-if-GigabitEthernet 1/1)#end

Ruijie#twrite------ >save configuration after checking.

Verification

Ruijie#tshow ip int brief

Interface IP-Address(Pri) IP-Address(Sec) Status Protocol
GigabitEthernet 1/1 192.168.16.1/24 no address up up
VLAN 10 192.168.1.1/24 no address up up
VLAN 100 192.168.100.1/24 192.168.10.1/24 up up

1.1.5 Configuring a Default Gateway

Note: The default gateway of a layer 3 switch is provided by static routing. A device can also learn network routing through a
dynamic routing protocol so as to implement remote management. For the configuration specification of other routing protocols,
see |P Route (for the configuration method, see Common Function Configuration > IP Route).

Configuring the Default Gateway of a Switch

Configure the default gateway, that is, default route, of a layer 3 switch.

Ruijie>enable

Ruijie#configure terminal

Ruijie(config)#ip route 0.0.0.0 0.0.0.0 192.168.1.254------ >configure default gateway of switch as 192.168.1.254
Ruijie(config)#end

Ruijie#twrite------ >save configuration after checking.

Verification
Ruijie#tshow ip route

Codes:C - Connected, L - Local, S - Static



R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
El - OSPF external type 1, E2 - OSPF external type 2

SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

IA - Inter area, * - candidate default

Gateway of last resort is 192.168.1.254 to network 0.0.0.0

S* 0.0.0.0/0 [1/0] via 192.168.1.254

1.2 Firmware Upgrade

Overview

Two upgrade packages are available to 11.X switches, namely rack package and patch package.

A rack package contains main installation packages of the supervisor module and all line cards and is used to upgrade all line
cards on a rack device at one time.

A hot patch package contains hot patches for several functional components and is generally used to fix minor bugs. The
functional component package can be patched by upgrading the hot patch package. After the upgrade, the device can
immediately have new features without being restarted.

Both the rack package and the hot patch package are upgraded with their configurations saved.

Notes (Must-Read)
The difference between an 11.X box-type switch and a rack-type switch lies in that the former restarts after the

upgrade command is run while the latter restarts after the reload command is run.
Ruijie#tupgrade flash:S2910 RG0OS11.4(1)B1_02162700_install.bin

Upgrade the device must be auto-reset after finish, are you sure upgrading now?[Y/N]y

Upgrade in the Running Mode

Rack Package Upgrade Using a USB Flash Disk

Notes

1. To fix software bugs or get new features, upgrade the switch software version in the running mode.

2. A USB flash disk is recommended for 11.X switch upgrade because the installation package is big and upgrade using other
methods is slow. Upgrade with a USB flash disk is easy and quick.

3. The CM supervisor module only has a capacity of 512 MB. Therefore, the rack package can be directly upgraded only with
a USB flash disk.

4. If the CM supervisor module has a capacity of 1 GB, upgrade the device by copying the installation package from TFTP to

the installation partition as well as by using a USB flash disk. Run the dir install: command to view the corresponding drive.



5. If the CMII supervisor module has a large capacity, upgrade the device by copying the installation package from TFTP to

the data partition as well as using a USB flash disk. Run the dir flash: command to view the corresponding drive.

Patch Package Upgrade Using a USB Flash Disk

Notes

1. To fix software bugs or get new features, upgrade the switch software version in the running mode.

2. A hot patch package contains hot patches for several functional components and is generally used to fix minor bugs. The
functional component package can be patched by upgrading the hot patch package. After the upgrade, the device can
immediately have new features without being started.

3. There is a baseline version for the patch package upgrade. Upgrade the device to the corresponding baseline version before
upgrading the patch package. The device may be upgraded compulsively to the corresponding baseline version but it may
cause version incompatibility. Therefore, compulsive upgrade is not advised.

4. To permanently activate patches, run the patch active command to temporarily activate the patch before running the patch

running command.

1.2.2 Upgrade with USB Drive

I. Configuration Tips

Run the show version detail command to display the current version, that is, system software number.

Verify the upgrade file used by checking Release Notes.

Copy the upgrade file from the PC to the root directory of the USB flash drive.

Insert the USB flash drive to the USB port of the supervisor engine. The USB flash drive is automatically identified.

Note: Before removing the USB flash drive from the switch, run the show usb command to check the USB ID, and then run

the usb remove xx command to remove the USB flash drive.

.f__. l _ I

The system must be the FAT system; otherwise, the
NTFS cannot identify the system.

USB flash drive

ool
!u]

Il. Configuration Steps
1. On CLlI, run the upgrade command.

Ruijie#dir usb0: Checks whether the upgrade file exists on the USB flash drive.



Ruijie#fupgrade usbO0: /xxxxx_install.bin  (}xxx_install.bin is the upgrade file copied to the USB flash drive)

2. Wait until the upgrade progress reaches 100%, or run the show upgrade status command to check the upgrade progress.

Ruijie#tshow upgrade status

3. Wait until the upgrade process of all the line cards, FE cards, and supervisor engines reaches 100% and the result is
success, run the reload command to restart the device. (The entire upgrade process generally takes four to five minutes
and does not affect services. In this operation, the Flash file on the line card is upgraded, but the earlier version still runs
on the memory.) After the device is restarted, the new version runs.

4. Wait three to five minutes until the device is restarted.

I1l. Verification

Ruijie#show version detall

1.2.3 Upgrade with FTP

Run the show version detail command to display the current version, that is, system software number.
PC —_—

S < 7

FTP Client FTP Server

Verify the upgrade file used by checking Release Notes.
Il. Configuration Steps

1. Start the FTP server on the device, and designate the root directory as the USBO root directory. (The space on the built-
in Flash of CMI is small, and may be insufficient for storing the upgrade file. The CMII can be specified as the Flash root
directory.) ,the reference commands are as follows:

Ruijie(config)#ftp-server username admin
Ruijie(config)#ftp-server password ruijie

Ruijie(config)#ftp-server topdir usb0: / /[The USB flash drive must be installed in advance on

the main engine.
Ruijie(config)#ftp-server timeout 300

Ruijie(config)#ftp-server enable



2. The local PC serves as the FTP client. Start the client software (such as FLASHFTP) and connect to the FTP server
(N18K). Ensure that the PC can communicate properly with the S86E.

3. Use the FTP client on the PC to load the upgrade file to the FTP server.

4. Runthe upgrade command. (The subsequent procedures and methods are the same as those in the USB upgrade mode.)
The only difference between the FTP and USB onsite upgrade modes lies in the file transfer mode. In FTP upgrade mode, the
upgrade file is transferred to the remote device through FTP to meet the remote upgrade requirement. In USB onsite upgrade

mode, the upgrade file is directly copied from a PC to the USB flash drive.

The subsequent upgrade method is the same. That is, run the upgrade command to update the file and then restart the device
to finish the upgrade.

1.2.4 Upgrade with TFTP

Run the show version detail command to display the current version, that is, system software number.

FTP Cliont FTP Server

PC

Verify the upgrade file used by checking Release Notes.

I. Configuration Steps

1. Start the TFTP server on the PC and specify the directory of the upgrade file. Ensure that the PC communicates properly
with the S86E.

2. The S86E serves as the TFTP client. The upgrade method is the same as that in the common TFTP upgrade mode. Copy
the upgrade file to the USB flash drive on the CMI, or to the built-in Flash on the CMII.

Ruijie#copy tftp://192.168.1.1/S86e_install.bin usb0:// S86e_install.bin

4. Run the upgrade command. (The subsequent procedures and methods are the same as those in the USB upgrade mode.)
The only difference between the TFTP and USB onsite upgrade modes lies in the file transfer mode. In TFTP upgrade mode,
the upgrade file is transferred to the remote device through TFTP to meet the remote upgrade requirement. In USB onsite
upgrade mode, the upgrade file is directly copied from a PC to the USB flash drive.

The subsequent upgrade method is the same. That is, run the upgrade command to update the file and then restart the device
to finish the upgrade.



The TFTP transmission rate is lower than the FTP transmission rate. Data is transmitted using TCP in FTP mode, and using
UDP in TFTP mode. TFTP is simple and easy to use.

1.2.5 Install Patch

1. 11.Xis amodular OS and the bug of a software function can be fixed by using a patch. After the patch is installed, the device
can fix the bug and can run normally without being restarted. This OS is applicable to the scenario that imposes rigid

requirements on the network interruption time during maintenance.

2. A patch is in the uninstalled, installed, or activated state, where:

The installed state indicates that the patch is installed on the memory of the device but the path function does not take effect
yet.

Only a patch in the activated state takes effect.

I. Configuration Steps

1. Install a patch.

Copy the path file to a USB flash drive, and run the upgrade command to install the path.The reference command is as follows:

Ruijie#upgrade usb0: /N18K-octeon-cm_RGOS11.0(1b2) 20140708 patch.bin

2. Activate a patch.
The reference command is as follows:

Ruijie#patch active slot all
Ruijie#patch running slot all

Note: active means that the patch is currently effective and is ineffective after the device is restarted. running indicates that the
patch is effective permanently.

3. Display the patch status.
The reference command is as follows:

Ruijie#tshow patch slot all

1.3 Restore Password

I. Configuration Tips

1. Prepare console cable before recovering
2. Password recovery require system rebooting and network downtime



3. Improper operation may cause config file lost.

g

\J console cable  console portg
> N7

II. Configuration Steps

1. connect console cable to the switch

2. Refer to chapter system management>console management

1) manually reboot the switch

2) Press Ctrl+C when system rebooting

uI....

4) then system will reboot automatically



will be controlled to

=

_POWER_OM3: = pOWEr S ol i ot FEZ will ke controlled

D_POWER_OM: The Il . rd i slot M1 will be co
= halt!

T:im
IGE:

Note: The password is reset just temporarily .Once you quit privilege mode, password is required again. You have to reset the
password quickly.

6) Reset new password

7) Verify new password

Login with the new password



2 Configuration Guide

2.1 Initialization

2.1.1 Overview (Must Read)

For Standardization reason, we strongly suggest you to initialize every new switch following the steps below:
1. Hostname (mandatory)

2. Access a device (mandatory , see Chapter Installation and Device Management --->System Management)
2.1. Assign management IP address (mandatory)

2.2. Set default gateway (optional for layer 3 switch, but mandatory for layer 2 switch)
2.3. Telnet (optional)

2.4. SSH (recommended)

2.5. Web User interface (optional)

3. Log (mandatory , and choose one)

3.1. Record log to FLASH (recommended)

3.2. Send log to server (recommended)

4. Clock (mandatory , and choose one)

4.1. Local clock (recommended)

4.2. NTP (recommended)

5. Configuring a port (mandatory)

5.1. Port description (mandatory)

5.2. Speed, duplex and flowcontrol (optional)

5.3. Combo port (optional)

5.4. ACCESS or TRUNK port (mandatory)

5.5. Storm control (recommended)

6. SNMP (recommended)

6.1. SNMPV1/V2 (recommended)

6.2. SNMPV3 (recommended)

7. SPAN (optional)

7.1. Many to one mirror (Optional)

7.2. One to many mirror (Optional)

7.3. Flow-based mirror (Optional)

2.1.2 Hostname

Configuring Hostname
By default, system name is "Ruijie mostly, the example shows how to configure the system name:



Ruijie>en

Ruijie#configure terminal

Ruijie(config)#hostname Switch - >change name to "Switch"
Switch(config)#end
Switch#write e >save configuration

Note: We suggest you to name a switch with these information physical location(AA), network
location(BB) ,model(CC),serial number(DD), and the format is (AA_BB_CC_DD) , for example:

Ruijie(config)#hostname WLZX_Core_S8610_1

WLZX_Core_S8610_1(config)#

Verifying

Switch#show run
Building configuration...

Current configuration : 34129 bytes

version NOS_11.0 4 21

hostname hostname Switch

2.2 Log

2.2.1 Copying log to FLASH

I. Requirements

1. Copy logs with a severity higher than debugging in the flash ,then set size of each log file to 128Kbytes.
2. Set size of log buffer to 128Kbytes.
3. Record action when user logs in and operates.

4. Add system name , sequence number and time stamps to each log entry.

Il. Network Topology
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192.168.1.2124 192.168.1.1/24

Ill. Configuration Tips

System doesn't copy logs from buffer to flash once finishing configuration, and it costs about half an hour to copy logs

from buffer to flash , or the log buffer exceeds.

IV. Configuration Steps
Ruijie>enable
Ruijie#tconfigure terminal

Ruijie(config)#logging file flash:syslog6 - >set log file name to "syslog" and system copies all

logs with severity from 0 to 6 to flash

Ruijie(config)#logging file flash:syslog 131072 ------ >set size of each log file in flash to 128K

Ruijie(config)#logging buffered 131072 - >set log buffer size to 128K
Ruijie(config)#logging userinfo e >record actions when user logs in
Ruijie(config)#logging userinfo command-log ~ ------ >record actions when user operates commands
Ruijie(config)#service sysname - >add system name to each log entry
Ruijie(config)#service sequence-numbers - >add sequence number to each log entry
Ruijie(config)#service timestamps - >add time stamps to each log entry
Ruijie#twr

Note: We suggest you to set log buffer size to 128K because the buffer size is too small by defaut.

If the 1st log file is full , system copies logs to 2nd log file , then the 3th log file ...... there're 16 log files at most in the
same time, and if all 16 log files are full ,the new log entry overwrites the old one , so Log file never takes up the
whole flash room.

Enter "more flash:xxx" privilege EXEC command to display log entries and "delete flash:xxx" privilege EXEC command

to delete log file in flash.

v. Verification
1. This example shows how to display logs in buffer
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Fuijie#dir

Mode Link

i |.__|i—|___|1 |
01:44:
) i

1
1
1
1
1
1
1
1]

| S e a—y




2.2.2 Copying log to Server

I. Requirements

Copy logs with severity from 0 to 7 to syslog server.

Il. Network Topology

Log Server

FUJ"I.*—/\.,-—/'

192.168.1.2124 192.168.1.1/24

Ill. Configuration Tips

Timestamps and sequence number features must be enabled before system copys logs to log server

IV. Configuration Steps
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#service sequence-numbers - >enable sequence number
Ruijie(config)#service timestamps - >enable timestamps
Ruijie(config)#interface vlan 1
Ruijie(config-if-VLAN 1)#ip address 192.168.1.1 255.255.255.0

Ruijie(config-if-VLAN 1)#exit

Ruijie(config)#logging server 192.168.1.2 - >specify log server IP address

Ruijie(config)#logging source ip 192.168.1.1 ~  ------ >specify IP address on switch to communicate with log
server

Ruijie(config)#loggingtrap 7 ~ --—--- >copy all logs(severity from 0to 7) to log server
Ruijie(config)#end

Ruijiettwr

V. Verification
This example shows how to verify the logs in a syslog server using "Kiwisyslog"
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Kiwi Syslog Service Manager (Version 8.3.25) - -‘ —
File Edit View Manage Help

G @ m A Display 00 (Defaul] =
Date Time Priority Hostname Message

03-12-2013 16:19:02 Local7 Motice 192.168.1.1 000049: *Mar 12 08:19:02: Ruijie ¥LOGIN-5-LOGIN_SUCCESS: Uszer login from console OK.
03-12-2013 16:19:02 Local7 Notice 192.168.1.1 000048: *Mar 12 08:19:01: Ruijie ZLOGIN-5-LOGOUT: User logout from console.

03-12-2013 16:18:58 Local7 Notice 192.168.1.1 000047: *Mar 12 08:13:00: Ruijie Z5Yv5-5-CONFIG_I: Confi d from le by I
03-12-2013 16:18:58 Local7 Notice 192.168.1.1 000046: *Mar 12 08:19:00: Ruijie %CLI-5-EXEC_CMD: Configured from I d: exit
03-12-2013 16:18:58 Local7 Notice 192.168.1.1 000045: *Mar 12 08:18:58: Ruijie ZCLI-5-EXEC_CMD: Configured from I d: logging inf

03-12-2013 16:18:41 Local7 Notice 192.168.1.1 000044: *Mar 12 08:18:41: Ruijie XLINEPROTO-5-UPDOWMN: Line protocol on Interface FastEthernet 043,
03-12-2013 16:18:41  Local?.Error 192.168.1.1 000043: *Mar 12 08:18:41: Ruiiie ZLINK-3-UPDDWN: Interface FastEthernet 0/3. chanaed state to up.

2.2.3 Log Filtering

Scenario

By default, the log information generated on the system can be output to various destinations. You can use the log filtering

function to display required log information.

Features

1  The administrator can choose to hide some types of log information as required.

2 Generally, log information of all modules is displayed on the console or terminal. You can set log filter rules to enable log

information printing on designated terminals or print only certain types of log information on designated terminals.
3 Two types of log information filtering are supported, including "contain only..." and "filter only...". Only one type of filtering

is supported.

Working  Principles &
Configuration Details

Log filtering configuration mainly covers the filter rules, filter direction, and filter mode. During the configuration process:

1 If only the filter direction and filter mode are configured, the configuration does not take effect and log information is not
filtered.

2 If only the filter rule is configured, the configuration takes effect. Log information in all directions is filtered and the filter

mode is filter only.
1) Filter rule: sets the rule for filtering log information in global mode. Exact match and singular match are supported.
Filter rule in exact match mode: logging filter rule exact-match [ module module-name mnemonic mnemonic-name level level ]

Filter rule in singular match mode: logging filter rule single-match [ level level | mnemonic mnemonic-name | module module-

name ]
Parameter description

exact-match  Indicates an exact-match filter based on all three filter options. In exact match mode, all three filter options,
including log module name (module module-name), log level (level level), and mnemonic character (mnemonic mnemonic-

name), must be selected.
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single-match Indicates a single-match filter based on all three filter options. In exact match mode, all three filter options,
including log module name (module module-name), log level (level level), and mnemonic character (mnemonic mnemonic-

name), must be selected.
module module-name Indicates the name of the module about which the log information is to be filtered.
mnemonic mnemonic-name  Indicates the name of the mnemonic character for which the log information is to be filtered.

level level Indicates the log level to be filtered.

Tips
1. In some scenarios, you may want to filter out certain types of log information. You can use the exact match mode and

specify the module name, mnemonic character name, and log level in configuring the filter rule.

2. In some scenarios, you may want to filter out some types of log information. You can use the single match mode and

specify the module name, mnemonic character name, or log level in configuring the filter rule.

3. Ifthe configuration of the module name, mnemonic character name, or log level in a single-match filter rule is the same as

that in an exact-match filter rule, the single-match filter rule is assigned with higher priority than the exact-match filter rule.
Configuration example
1. Set the filter rule to exact match, module name to LOGIN, log level to 5, and mnemonic character to LOGOUT.
Ruijie(config)# logging filter rule exact-match module LOGIN mnemonic LOGOUT level 5
2. Set the filter rule to single-match and module name to SYS.

Ruijie(config)# logging filter rule single-match module SYS

FAQs

1. To filter logs 046188: *Aug 13 08:36:16: 401-C1&D1-RG-N18010 %SPANTREE-6-RCVDTCBPDU: (*2/M1) Received tc
bpdu on port AggregatePort 256 on MSTO

Command: ruijie(conifg)#logging filter rule exact-match module SPANTREE mnemonic RCVDTCBPDU level 6

2. To filter logs *Jul 30 12:35:51: %SNMP-3-AUTHFAIL: Authentication failure for SNMP req from host 185.94.111.1
Command: ruijie(conifg)#logging filter rule exact-match module SNMP mnemonic AUTHFAIL level 3

3. To filter logs %PARAM-6-CONFIG_SYNC: Sync'ing the startup configuration to the standby supervisor

Command: ruijie(config)#logging filter rule exact-match module PARAM mnemonic CONFIG_SYNC level 6

2) Filter direction: sets the direction for filtering log information in global mode.

logging filter direction { all | buffer | file | server | terminal } //By default, the filter direction is set to all, that is, to filter log

information in all directions.

default logging filter direction /I The filter direction for the log information restoration command is all.
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Parameter description

all Indicates to filter log information in all directions, including the console, virtual type terminal (VTY), log buffer

area, log file, and log server.
buffer Indicates to filter logs sent to the log buffer area, that is the logs configured in the show logging command.
file Indicates to filter the logs sent to the log files.
server Indicates to filter the logs sent to the log server.
terminal  Indicates to filter logs sent to the console and VTY (including via Telnet and SSH).
Tips
1.Generally, you may filter the logs meeting the filter rule in all directions (including to the console, VTY terminal, log buffer
area, log file, and log server) after the log filter function is configured. In some cases, you may want to filter logs only for certain

destinations. For example, you may need the logs filtered out for the terminal on the log file or log server. In these cases, you
need to set log filter rules for the terminal direction.

2. You can set the filter direction to multiple destinations by separating each other with a vertical line "|" or only one destination.

3) Filter type: sets the log information filter type. The configuration takes effect globally.

logging filter type { contains-only | filter-only }  //The default value is filter-only, indicating that only filter is used.

Parameter description
contains-only Indicates that only logs containing keywords specified in the filter rule are output.

filter-only Indicates that logs containing keywords specified in the filter rule are filtered out and not output.

Tips
1. In some scenarios, a module may output too much log information that it may causes screen downpour on the terminal with

few valuable information being displayed. In this case, you can use the filter-only mode to filter out undesired log information.

2. In some scenarios, you may want to check whether a certain type of log information is generated only. In this case, you can

use the contain-only mode to output logs matching the filter rule to the terminal for observation.

3. In actual application, the two filter modes are mutually exclusive. Choose one filter mode only.

Configuration example

[Example 1]

[Requirement]

Assume there are following log information filtering requirements on the live network:

1. Set the filter direction to terminal and server.
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2. Set the filter mode to filter-only.
3. Set the filter rule to single-match and module name to SYS.
2. Set the filter mode to filter-only.
3. Set the filter rule to single-match and module name to SYS.
3. Set the filter rule to single-match and module name to SYS.
[Configuration method]
Configure log information filter on the system.
Ruijie# configure terminal
Ruijie(config)# logging filter direction server
Ruijie(config)# logging filter direction terminal
Ruijie(config)# logging filter type filter-only

Ruijie(config)# logging filter rule single-match module SYS

[Verification method]

1. Run the show running-config | include logging command to check the parameter configuration.

2. Check the output log information on the system by entering and quitting the global configuration mode
Ruijie#configure
Enter configuration commands, one per line. End with CNTL/Z.

Ruijie(config)#exit

2.3 Clock

2.3.1 Local Clock

I. Requirements

System time plays a very important role for troubleshooting and logs .We suggest you to deploy local clock to a scenario
in which there're only a few nodes with a small maintenance.

Il. Configuration Steps
Ruijie>enable
Ruijie#configure terminal - >enter global configuration mode

Ruijie(config)#clock timezone beijing 8 ------ >set timezone to UTC +8



Ruijie(config)#exit
Ruijie#clock set 18:00:00 12 3 2013~ ------ >set clock in format "hh:mm:ss month day year"
Ruijie(config)#end

Ruijie#twrite e >double confirm and save configuration

I1l. Verification
Ruijie#tshow clock

18:01:03 beijing Tue, Dec 3, 2013

2.3.2 NTP

Overview

Network Time Protocol (NTP) is designed for time synchronization on network devices. A device can synchronize its clock
source and the server. Moreover, the NTP protocol can provide precise time correction (less than one millisecond on the LAN
and dozens of milliseconds on the WAN, compared with the standard time) and prevent from attacks by means of encryption
and confirmation.

To provide precise time, NTP needs precise time source, the Coordinated Universal Time (UTC). The NTP may obtain UTC
from the atom clock, observatory, satellite or Internet. Thus, accurate and reliable time source is available.

To prevent the time server from malicious destroying, an authentication mechanism is used by the NTP to check whether the
request of time correction really comes from the declared server, and check the path of returning data. This mechanism
provides protection of anti-interference.

Ruijie switches support the NTP client and server. That is, the switch can not only synchronize the time of server, but also be
the time server to synchronize the time of other switches. But when the switch works as the time server, it only support the
unicast server mode.

I. Requirements

Switch synchronizes system clock to NTP Server in order to keep system clock more accurate.

Il. Network Topology
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g NTP Server

AN g
@ NTP Client i@‘

Ill. Configuration Tips

1. Basic network routes setting

2. (Optional)Configuring a switch as NTP Server

3. Configuring a switch as NTP client

4. (Optional)Specifying a interface on switch to communicate with NTP Server

IV. Configuration Steps

NTP configuration without authentication
1. Basic network routes setting
Ensure that NTP client can communicate with the NTP server

2. (Optional) Configuring a switch as NTP Server
Note:
Mostly NTP server is a particular server rather than a switch in production network. This example shows how to

configure a switch as a NTP server:

Ruijie(config)#ntp master

3. Configuring a switch as NTP client
Ruijie(config)#ntp server 192.168.2.1  ------ >set NTP server IP address

Ruijie(config)#ntp update-calendar ~  ------ >allow system to save clock in hardware even power interruption

4. (Optional) Specifying a interface on switch to communicate with NTP Server
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Ruijie(config)#ntp server 192.168.1.2 source loopback 0 ------ > specify interface loopback 0 to communicate
with NTP Server

NTP configuration with authentication
1. Basic network routes setting
Ensure that NTP client can communicate with the NTP server

2. (Optional) Configuring a switch as NTP Server

Note:

Mostly NTP server is a particular server rather than a switch in production network. This example shows how to
configure a switch as a NTP server and how to configure NTP authentication on a switch NTP Server

Ruijie(config)#ntp master
Ruijie(config)#ntp authenticate =~ ------ >enable NTP authentication
Ruijie(config)#ntp authentication-key 6 md5 ruijie ~ ------ >NTP key id is "6" , and password is "ruijie"

Ruijie(config)#ntp trusted-key 6

3. Configuring a switch as NTP client

Ruijie(config)#ntp update-calendar ~  --—---- >allow system to save clock in hardware even power

interruption

Ruijie(config)#ntp authenticate =~ ------ >enable NTP authentication

Ruijie(config)#ntp authentication-key 6 md5 ruijie - >NTP key id is "6" , and password is "ruijie"
Ruijie(config)#ntp trusted-key 6

Ruijie(config)#ntp server 192.168.2.1 key 6  ------ >apply key id 6 to corresponding NTP server 192.168.2.1

4. (Optional) Specifying a interface on switch to communicate with NTP Server

Ruijie(config)#ntp server 192.168.1.2 source loopback 0 ~ ------ >specify interface loopback 0 to
communicate with NTP Server

V. Verification
1. This example displays the clock on NTP server

T Tue, Mar 1Z, 2013

2. This example displays the clock on NTP client before synchronization



preci:

ersion 1s L.

4. System returns a message after synchronizing successfully:
*Mar 12 10:55:04: %SYS-6-CLOCKUPDATE: System clock has been updated to 10:55:04 UTC Tue Mar 12 2013.
This example displays NTP status on NTP client before synchronization

2.4 Configuring a Layer 2 Port

2.4.1 Port Description

Function Overview

Port description is very important for daily maintenance and trouble shooting. We suggest you to use the format "Link-
peer name-peer port" to define port description. For example:

Ruijie(config-if-GigabitEthernet 0/1)#description Link-to-WLZX_Core_S8610_1-G1/2

I. Configuration Steps
Configuring port description on G0/1
Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#description Link-to-Core-S8610_1-G2/3



Ruijie(config-if-GigabitEthernet 0/1)#end

Ruijiefwrite

Il. Verification

Ruijie#tshow interfaces description

Interface Status  Administrative Description

GigabitEthernet 0/1 down up Link-to-Core-S8610_1-G2/3
GigabitEthernet 0/2 down up

GigabitEthernet 0/3 down up

2.4.2 Speed, Duplex and Flow control

Overview

By default, speed and duplex negotiate automatically. You can also set speed and duplex manually to ensure that both
ends of a link have the same speed and duplex .Usually we keep the default setting for flow control.

I. Configuration Steps

In the following example, the "speed" config-interface command with the keyword 100 is used to manually set
speed on Giga0/24 to 100M

Ruijie>enable

Ruijie#configure terminal

Ruijie(config)#int gigabitEthernet 0/24
Ruijie(config-if-GigabitEthernet 0/24)#speed 100
Ruijie(config-if-GigabitEthernet 0/24)#end

Ruijie#twrite

In the following example, the "duplex" command config-interface with the keyword full is used to manually set
duplex on Giga0/24 to full duplex

Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#int gigabitEthernet 0/24

Ruijie(config-if-GigabitEthernet 0/24)#duplex full



Ruijie(config-if-GigabitEthernet 0/24)#end

Ruijiefwrite

This example shows how to disable flow control feature on Giga0O/1

Ruijie#tconfigure terminal

Ruijie(config)#interface gigabitEthernet 0/1
Ruijie(config-if-GigabitEthernet 0/1)#flowcontrol off
Ruijie(config-if-GigabitEthernet 0/1)#end

Ruijie#twrite

Note: By default flow control feature is enabled, but different switches vary, and you can enter "show interface"

privilege EXEC command to verify.

Il. Verification
This example shows how to display interface status including duplex and speed.

2.4.3 Combo Port

I. Configuration Steps

Following example shows how to convert combo mode on Giga0/23 to fiber

Ruijie>enable

Ruijie#configure terminal

Ruijie(config)#interface gigabitEthernet 0/23

Ruijie(config-if-GigabitEthernet 0/23)#medium-type fiber — ------ >convert combo mode to fiber
Ruijie(config-if-GigabitEthernet 0/23)#end

Ruijietwrite  --—---- >confirm and save

Following example shows how to convert combo mode on Giga0/23 to copper

Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#interface gigabitEthernet 0/23



Ruijie(config-if-GigabitEthernet 0/23)#medium-type copper ~  ------ >convert combo mode to copper
Ruijie(config-if-GigabitEthernet 0/23)#end

Ruijie#write

II. Verification
1. To display combo mode status , enter "show interface status" privilege EXEC command

Ruijie#tshow interfaces status

Interface Status Vlan Duplex  Speed Type
GigabitEthernet 0/22 down 1 Unknown Unknown  copper
GigabitEthernet 0/23 up 1 Full 1000M fiber
GigabitEthernet 0/24 down 1 Unknown Unknown  copper

2. This example shows how to display the transceiver information of Giga0/23

Ruijie#tshow interfaces g0/23 transceiver

Transceiver Type . 1000BASE-LX-SFP
Connector Type . LC
Wavelength(nm) : 1310

Transfer Distance
SMF fiber
-- 10km
50/125 um OM2 fiber
-- 550m
62.5/125 um OM1 fiber

-- 550m
Digital Diagnostic Monitoring :NO - >This transceiver doesn't support DDM . DDM provides you the

light intensity of receiving and sending direction.

Vendor Serial Number : LP201093226676

3. This example shows how to display the light intensity of a 10G transceiver which supports DDM
Ruijie#tshow interfaces tenGigabitEthernet 1/25 transceiver diagnosis
Current diagnostic parameters[AP:Average Power]:

Temp(Celsius) Voltage(V) Bias(mA) RX power(dBm) TX power(dBm)
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26(0K) 3.26(0K) 5.22(0K) -3.65(0K)[AP] -2.09(OK)

4. This example shows how to display the transceiver alarm

Ruijie#tshow interfaces tenGigabitEthernet 1/25 transceiver alarm ~ ------ > if the transceivers is plugged in , but
the port doesn't come up , system returns the following warning message

RX power low
RX loss of signal
Module not ready
RX not ready

RX CDR loss of lock

Ruijie#tshow interfaces tenGigabitEthernet 1/25 transceiver alarm = ------ >if the transceivers is plugged in and

the port comes up , system returens no warning message

Ruijie transceivers specification
1. MINI-GBIC transceiver:

Support Transmitting Receiving
GBIC/SFP :"’;‘:’;‘f“ﬁt Fiber fype | DDM Senshivity/dBm | Sensitivity/dBm

(Yes/No) MIN MAX_ | MIN MAX
FE-SFP-LX-MM1310 1310 Mulimode | Yes 22 14 | -30 -14
FE-SFP-LH15-SM1310 1310 ES'“Q'E'”“" Yes -15 8 .28 8
Mini-GBIC-SX 850 Mulimode | No 95 3 A7 0
Mini-GBIC-LX 1310 S'“Q'E"“w No -95 -3 -20 -3
GE-eSFP-SX-MMB50 850 Mulimode | Yes 55 3 A7 0

Single-mod

GE-eSFP-LX-SM1310 1310 S Yes 95 -3 .20 )
Mini-GBIC-LH40 1310 :'i“g'e'”“'d Yes 2 3 22 4
Mini-GBIC-ZX50 1550 ESi“Q'E'”“'d Yes 5 0 .22 -3
Mini-GBIC-ZX80 1550 ESi“Q'E'”‘Dd Yes 0 47 |2 3
Mini-GBIC-ZX100 1550 :'i“g'e'”“'d Yes 0 5 .30 9
SDH155-5FP-SX-MMB&50 850 Multmode | No BT 4 75 0
SDH155-SFP-SX-MM1310 1310 Multimode | No 20 44 | -a0 14
SDH155-SFP-LH15-SM1310 1310 ES'“Q'E'”““’ No -15 8 .28 8
SDH155-SFP-LH40-SM1310 1310 :'i"g'e"“c'd No 5 0 .34 -8

MINI-GBIC cabling specification:
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GBIC/SFP ‘Jm“"ﬂ‘ Fiber Type | Core Size(um) Bcokmues i€ ating [Hstanco
FE-SFP-LX-MM1310 1310 Multimode | 62.5/125 2km
FE-SFP-LH15-SM1310 1310 Single-mode | 9/125 15km
62.5/125 275m
Mini-GBIC-8X 850 Multimode
500125 550m
Mini-GBIC-LX 1310 Single-mode | 9/125 10km
62.5/125 275m
GE-eSFP-SX-MMB850 850 Multimode
500125 550m
GE-eSFP-LX-SM1310 1310 Single-mode | 8/125 10km
Mini-GBIC-LH40 1310 Single-mode | 9/125 40km
Mini-GBIC-ZX50 50km
Mini-GBIC-ZX80 1550 Single-mode | 9/125 80km
Mini-GBIC-ZX100 100km
SDH155-SFP-SX-MM850 850 i 500m
SDH155-SFP-SX-MM1310 1310 Mulimode | 62.5H25 2%km
SDH155-SFP-LH15-SM1310 : 15km
SDH155-SFP-LH40-SM1310 1310 Single-mode | 9/125 40km
SDH155-SFP-LHB0-SM1550 1550 Single-mode | 9/125 80km
2.10G XFP
Wave Modular m e om:::g Recslving
lengt = Fiber Core Size : . Optical
Model h Type (um) Bandwidth | Cabling = Density Density (dBm)
- (MHz - km) | Distanc _(dBm)
e MIN | MAX | MIN | MAX
200 33m
Mulimode | 62.5
10GBASE-SR-XFP | 850 | L€ 160 22m 5 |- 75 |05
- connector 2000 300m B e :
) 50 500 82m
400 66m
Single-mo
10GBASE-LR-XFP | 1310 | delle 9 NIA 10km | 48 |05 |-103 |05
connector ’ ’ i h
)
Single-mo
10GBASE-ER-XFP | 1550 | delle 9 NIA 40km | -1 2 A13 | -1
connector :
)
Single-mo
XG-XFP-ZRB0-SM15 de(Lc
s 1550 | dell 9 NIA 80km | 0 4 23 |7
)
3. 10G SFP+
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Maximu Sending

2 Receiving
Wave . . Modular m Optical )
Maodel length 1F_|I:ler ??‘nr? Sk=a Bandwidth Cabling Density SED:EEI (dBm)
(nm) ype L (MHz - km) | Distanc (dBm) 4
e MIM MAX MIN MAX
625 200 33m
Multimod ' 160 26m
XG-SFP-SR-MMS8S50 850 (Lc 2000 300m =5 =1 -7.5 0.5
ornecte | so 500 82m
400 G&m
Single-m
ode
XG-SFP-LR-SM1310 1310 (Lc 9 A 10km -8.2 0.5 -10.3 0.5
connecto
r}
Single-m
ode
XG-SFP-ER-SM1550 | 1550 (LC 9 NIA 40km -4.7 4 -11.3 -1
connecto

r)

2.4.4 Access or Trunk Port

Note: By default , trunk port carries traffic for all vlans that is created , and we strongly recommend you to prune
every trunk port to allow only the traffic of useful vlan pass through in case that unknown unicast ,broadcast and
multicast packets floods through the overall network ,leading to a heavier CPU burden and useless consumption of

system resource.

I. Configuration Steps
1. Configuring access port
The following example shows how to configure interface FO/1 as an access port and assign interface FO/1 to VLAN 100

Ruijie>en

Ruijie#conf t

Ruijie(config)#interface fastEthernet 0/1
Ruijie(config-if}#switchport mode access
Ruijie(config-if}#switchport access vlian 100
Ruijie(config-if)#end

Ruijie#twr

Note: By default, all ports are access mode and belongs to VLAN 1
Enter "show vlan" privilege EXEC command to verify that interface FO/1 belongs to VLAN 100

Ruijie# show vlan

VLAN Name Status Ports

1 VLANOOO1 STATIC  Fa0/3, Fa0/4, Fa0/5

Fa0/6, Fa0/7, Fa0/8, Fa0/9



Fa0/10, Fa0/11, Fa0/12, Fa0/13
Fa0/14, Fa0/15, Fa0/16, Fa0/17
Fa0/18, Fa0/19, Fa0/20, Fa0/21
Fa0/22, Fa0/23, Fa0/24, Fa0/25
Fa0/26, Fa0/27, Fa0/28, Fa0/29
Fa0/30, Fa0/31, Fa0/32, Fa0/33
Fa0/34, Fa0/35, Fa0/36, Fa0/37
Fa0/38, Fa0/39, Fa0/40, Fa0/41
Fa0/42, Fa0/43, Fa0/44, Fa0/45
Fa0/46, Fa0/47, Fa0/48, Gi0/49
Gi0/50

100 VLANO100 STATIC Fa0/1,Fa0/2

2. Configuring trunk port
The following example shows how to configure interface G0/49 as a trunk port

Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/49
Ruijie(config-if)#switchport mode trunk

Ruijie(config-if)#end

In the following example, "show interface trunk" privilege EXEC command is used to verify all trunk port status

Ruijie# show interfaces trunk

Interface Mode Native VLAN VLAN lists
FastEthernet 0/48 Off 1 ALL
GigabitEthernet 0/49 On 1 ALL
GigabitEthernet 0/50 Off 1 ALL

3. Pruning a Trunk port (Mandatory)
This example shows how to prune a trunk port to carry traffic only for vian 5, 10 and 20-30

Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#switchport mode trunk



Ruijie(config-if-GigabitEthernet 0/1)#switchport trunk allowed vlan remove 1-4,6-9,11-19,31-4094
Ruijie(config-if-GigabitEthernet 0/1)#end

Ruijiefwr

2.4.5 Storm Control

Overview

1. We suggest you to apply storm-control on edge port on access switch and Don't apply storm-control on uplink port.
2. If access switch doesn't support storm-control , we suggest you to apply storm-control on distribution switch.
3. The limitation of 100 pps to 300 pps for unknown unicast/broadcast/multicast packets is proper.

I. Configuration Steps

To configure storm control on a port with keyword level, perform this task:
Ruijie>enable
Ruijie#configure termina
Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#storm-control broadcast level 1 =~ --—---- >storm-control limits the number of
broadcast packets to 1% of the bandwidth that is 1G*1%=10M

Ruijie(config-if-GigabitEthernet 0/1)#storm-control unicast level 1 =~ ——-- >storm-control limites the

number of unknown unicast packets to 1% of the bandwidth that is 1G*1% =10M

Ruijie(config-if-GigabitEthernet 0/1)#storm-control multicast level 1

To configure storm control on a port with keyword pps, perform this task:
Ruijie>enable

Ruijie#configure termina

Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#storm-control broadcast pps 200  ------ >storm-control limits the number

of broadcast packets to 200 packets per seconds

Ruijie(config-if-GigabitEthernet 0/1)#storm-control unicast pps 200 ------ >storm-control limits the number

of unknown unicast packets to 200 packets per seconds
Ruijie(config-if-GigabitEthernet 0/1)#storm-control multicast 200

Ruijie(config-if-GigabitEthernet 0/1)#end

Il. Verification



Ruijie##show storm-control

Interface Broadcast Control Multicast Control Unicast Control Action
GigabitEthernet 0/1 1 % 1 % 1 % none
GigabitEthernet 0/2 Disabled Disabled Disabled none
GigabitEthernet 0/3 Disabled Disabled Disabled none

2.5 SNMP

2.5.1 SNMPV1/V2

Overview

SNMP: As the abbreviation of Simple Network Management Protocol, SNMP has been a network management standard
(RFC1157) since the August, 1988. So far, the SNMP becomes the actual network management standard for the support
from many manufacturers. It is applicable to the situation of interconnecting multiple systems from different manufacturers.
Administrators can use the SNMP protocol to query information, configure network, locate failure and plan capacity for the
nodes on the network. Network supervision and administration are the basic function of the SNMP protocol.

SNMP versions:

SNMPv1 : The first formal version of the Simple Network Management Protocol, which is defined in RFC1157
SNMPv2C: Community-based Administrative Framework for SNMPv2, an experimental Internet protocol defined in
RFC1901.

SNMPvV3: Offers the following security features by authenticating and encrypting packets:

1. Ensure that the data are not tampered during transmission;

2. Ensure that the data come from a valid data source;

3. Encrypt packets to ensure the data confidentiality;
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Both the SNMPv1 and SNMPv2C use a community-based security framework. They restrict administrator’s operations
on the MIB by defining the host IP addresses and community string. With the Get Bulk retrieval mechanism, SNMPv2C
sends more detailed error information type to the management station. Get Bulk allows you to obtain all the information
or a great volume of data from the table at a time, and thus reducing the times of request and response. Moreover,
SNMPv2C improves the capability of handing errors, including expanding error codes to distinguish different kinds of
errors, which are represented by one error code in SNMPv1. Now, error types can be distinguished by error codes.
Since there may be the management workstations supporting SNMPv1 and SNMPv2C in a network, the SNMP agent
must be able to recognize both SNMPv1 and SNMPv2C messages, and return the corresponding version of messages.

I. Requirements

1. Only SNMP network manager (IP:192.168.1.2/24) can access switch SNMP service with community string "ruijie"
2. SNMP agent on switch sends SNMP trap to SNMP manager actively
3. SNMP manager can get basic information of switch ---location, contact method and chassis id
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Ill. Configuration Tips

1. Set Read-Only community string and Read-Write community string on switch independently
2. Define ACL to allow authorized SNMP manager to access SNMP agent of switch only

3. Enable SNMP trap

4. Configure SNMP manager

IV. Configuration Steps
1. Define an access-list named "abc" and an entry to permit IP address of SNMP manager
Ruijie(config)#ip access-list standard abc
Ruijie(config-std-nacl)#permit host 192.168.1.2

Ruijie(config-std-nacl)#exit

2. Set read-write community string to "ruijie" and read-only community string to "public” , then associate both
community strings with ACL to allow only the SNMP manager to access SNMP agent of switch only

Ruijie(config)#snmp-server community ruijie rw abc

Ruijie(config)#snmp-server community public ro abc

3. SNMP agent on switch actively sends trap to SNMP network manager
Ruijie(config)#snmp-server host 192.168.1.2 traps ruijie ~ ------ >by default , SNMP trap version is version 1

Ruijie(config)#snmp-server host 1.1.1.1 version 2c ruijie ~ ------ >set SNMP trap version to version 2c

4. Enable trap feature

Ruijie(config)#snmp-server enable traps

5. Set SNMP optional parameters
Set location

Ruijie(config)#snmp-server location fuzhou



Set contact method

Ruijie(config)#snmp-server contact ruijie.com.cn

Set chassis-id

Ruijie(config)#snmp-server chassis-id 1234567890

6. Assign a management IP address to SVI 1
Ruijie(config)#interface vlan 1

Ruijie(config-if-VLAN 1)#ip address 192.168.1.1 255.255.255.0

7. Save configuration
Ruijie(config-if-VLAN 1)#end

Ruijie#twr

V. Verification

1. This example shows how to verify SNMP agent status

Following example provides how to disable SNMP agent if snmp agent issue leads to heavy load of CPU :

Ruijie(config)#no enable service snmp-agent

2. This examples shows how to display SNMP host information

r: ruljie
security model: vl

3. This example shows how to access the SNMP agent in a SNMP manager using "Mib-Browser"
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4. Other SNMP manager except for 192.168.1.2 cannot access SNMP agent at the same time.

2.5.2 SNMPV3

I. Requirements

1) The SNMP manager can access the SNMP agent on switch by applying user-based security model. The user name is
"admin", authentication mode is MD5, authentication key is "ruijie", encryption algorithm is DES56, and the encryption

key is "123"

2) User "admin" can read the MIB objects under System (1.3.6.1.2.1.1) node, and can only write MIB objects under
SysContact (1.3.6.1.2.1.1.4.0) node.

3) The switch can actively send authentication and encryption messages to the SNMP manager

Il. Network Topology
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Ill. Configuration Tips

1. Create MIB view and specify the included or excluded MIB objects.

2. Create SNMP group and set the version to "v3"; specify the security level of this group, and configure the read-write
permission of the view corresponding to this group.

3. Create user name and associate the corresponding SNMP group name in order to further configure the user's
permission to access MIB objects; meanwhile, configure the version number to "v3" and the corresponding
authentication mode, authentication key, encryption algorithm and encryption key.

4. Configure the address of SNMP manager, configure the version "3" and configure the security level to be adopted.

IV. Configuration Steps
Configuring switch:
Ruijie#configure terminal

Ruijie(config)#snmp-server view viewl 1.3.6.1.2.1.1 include - > Create a MIB view of
"viewl" and include the MIB object of 1.3.6.1.2.1.1

Ruijie(config)#snmp-server view view2 1.3.6.1.2.1.1.4.0 include =~ - > Create a MIB view of
"view2" and include the MIB object of 1.3.6.1.2.1.1.4.0

Ruijie(config)#snmp-server group groupl v3 priv read viewl write view2 = ------ >Create a group named

"gl" ,using SNMPv3; configure security level to "priv" ,and can read "viewl1" and write "view2"

Ruijie(config)#snmp-server user admin groupl v3 auth md>5 ruijie priv des56 ruijiel23  ------ >Create a user
named "admin”, which belongs to group "groupl"; using SNMPv3 and authentication mode is "md5",

authentication key is "ruijie", encryption mode is "DES56" and encryption key is "123".

Ruijie(config)#snmp-server host 192.168.1.2 traps version 3 priv admin ~ ------ >Configure the SNMP server
address as 192.168.1.2 , using SNMPv3,then configure security level to "priv" and associate the

corresponding user name of "admin"

Ruijie(config)#snmp-server enable traps >Enable

the Agent to actively send traps to NMS
Ruijie(config)#interface vlan 1
Ruijie(config-if-VLAN 1)#ip address 192.168.1.1 255.255.255.0

Ruijie(config-if-VLAN 1)#end



Set SNMP optional parameters
Ruijie(config)#snmp-server location fuzhou
Ruijie(config)#snmp-server contact ruijie.com.cn
Ruijie(config)#snmp-server chassis-id 1234567890

Note: If you don't create a new SNMP view, Ruijie switch uses the default SNMP view named "default" ,including
MIB object of 1

Minimun SNMPv3 configuration example:
snmp-server group groupl v3 priv read default write default
snmp-server user admin groupl v3 auth md>5 ruijie priv des56 ruijie123
snmp-server host 192.168.1.2 traps version 3 priv admin

snmp-server enable traps

V. Verification
1. This example shows how to verify SNMP agent status

Following example provides how to disable SNMP agent if snmp agent issue leads to heavy load of CPU :

Ruijie(config)#no enable service snmp-agent

2. Following examples show how to display snmp view, snmp group and snmp user individually




Ful jiettshow snomp user

auth priv
futh protocol: NDG
Friv protocol: DES
Group—hame ;| groupl

2.6 SPAN

2.6.1 Many to one mirror

Overview

With SPAN, you can analyze the communications between ports by copying a frame from one port to another port
connected with a network analysis device or RMON analyzer. The SPAN mirrors all the packets sent/received at a port
to a physical port for analysis.SPAN does not affect the exchange of packets between the source and destination ports.
Instead, it copies the frames incoming/outgoing the source port to the destination port. However, the frames may be
discarded on an overflowed destination port, for example, when a 100Mbps port monitors an 1000Mbps port.

I. Requirements
Core switch copies traffic of GO/1 and G0/2 on both directions to Monitor Server and Monitor Server can also visit

Internet at the same time

Il. Network Topology
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monitor server

core switch

P 192.168.1.3
GW: 192.168.1.254

F"C1h

IP: 19216811 P: 192.168.1.2
GW: 192.168.1.254 GW: 192.168.1.254

IIl. Configuration Tips

Enter "monitor session" global configuration command with "switch" keyword to allow mirror destination port to forward
additional traffic more than mirroring traffic

IV. Configuration Steps
Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#monitor session 1 source interface gigabitEthernet 0/1 both ~ --—---- >define GO/1 as source port
in monitor session , and both traffic directions are monitored. If you want to monitor income or outcome
traffic only , you can use keyword rx or tx instead of both , such as "monitor session 1 source interface
gigabitEthernet 0/1 rx"

Ruijie(config)#monitor session 1 source interface gigabitEthernet 0/2 both
Ruijie(config)#monitor session 1 destination interface gigabitEthernet 0/24 switch
Ruijie(config)#end

Ruijiefwr

V. Verification
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1. This example shows how to verify status of monitor session

Fui jieffshow monitor
—rnum: 1

intf:
igabitEthernet 0% frame—tvpe Both

frame—t ¥peE Both

2. This examples verifies that the Monitor Server can visit Internet while monitoring

] EA Administrator: C\Windows\system32icmd.exe LEJ |£|E|é]
C:“lserzs“Scott>ping 192.168.1.1

Pinging 192.168.1.1 with 32 hytes of data:

Reply from 172.168.1.1: bytes=32 time<ims TTL=64
Reply from 192_.168.1.1: bytes=32 time=Oms TTL=064
I Reply from 172.168.1.1: bytes=32 time<ims TTL=64
Reply from 192_.168.1.1: bytes=32 time<ims TTL=64

Ping statistics for 172.168.1.1:

Packet=z: Sent = 4, Received = 4, Lost = B (Bx loss),
Approximate round trip times in milli-seconds:

Minimum = Bms,. Maximum = 5Sms, Average = 1ims

IQC: “Users Scott>

2.6.2 Oneto Many Mirror

Note: Only S8600E and N18000 series switch support one to many (or many to many) SPAN so far.

Tips: For those switches that do not support one to many SPAN, you can apply another fallback method as below:
1. Configure the ordinary many to one SPAN

2. Connect a HUB to the mirror destination port, so packets floods through the HUB

3. Connect your Monitor Server to the HUB.

HUB can also be a default setting switch. You must assign ports to the remote-vlan and disable the mac-learning
feature (enter "no mac-address-learning" config-interface command) and storm-control feature.

I. Requirements
Core switch copies traffic of G4/1 and G4/2 on both directions to Monitor Server 1 connected to port G4/21 and

Monitor Server 2 connected to port G4/22

Il. Network Topology
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monitor server 1

IP: 192.168.100.21
GW: 192.168.100.254

G4/2
Co  G4121

L

mac loopbacks monitor server 2

port IP:  192.168.100.22

GW: 192.168.100.254

PC1
IP:  192.168.11 IP:  192.168.1.2
GW: 192.168.1.254 GW: 192.168.1.254

IIl. Configuration Tips

1) Create VLAN 100 as remote-vlan on switch

2) Define G4/1 and G4/2 as source port in monitor session, and both traffic directions are monitored

3) Create a mac-loopback port, assign this mac-loopback port to Remote vlan and define it as destination port in monitor
session

4) Assign ports G4/21 and G4/22 to Remote vlan 100

Note:

1) Utilize an unused port as mac-loopback port .You cannot connect cable to this port, even so switch puts link status of
mac-loopback port to up status and port LED is green

2) Don't configure any other commands to the mac-loopback port and Don't specify "switch" keyword when configuring
monitor session (monitor session 1 destination remote vlan 100 interface gigabitEthernet 4/23 no switch keyword)

IV. Configuration Steps

1. Create VLAN 100 as remote-vlan on switch
Ruijie#configure terminal
Ruijie(config)#vlan 100  ------ > VLan 100 must be dedicated for mirroring

Ruijie(config-vlan)#remote-span
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Ruijie(config-vlan)#exit

2. Define G4/1 and G4/2 as source port in monitor session, and both traffic directions are monitored
Ruijie(config)#monitor session 1 remote-source
Ruijie(config)#monitor session 1 source interface gigabitEthernet 4/1 both

Ruijie(config)#monitor session 1 source interface gigabitEthernet 4/2 both

3. Configure G4/23 as mac-loopback port, assign this mac-loopback port to Remote vian and define it as destination

port in monitor session
Ruijie(config)#interface gigabitEthernet 4/23
Ruijie(config-if-GigabitEthernet 4/23)#switchport access vlan 100

Ruijie(config-if-GigabitEthernet 4/23)#mac-loopback - >Don't configure any other commands or

connect cable to this port
Ruijie(config-if-GigabitEthernet 4/23)#end
Ruijie(config)#monitor session 1 destination remote vlan 100 interface gigabitEthernet 4/23 switch

Ruijie# clear mac-address-table dynamic interface gigabitEthernet 4/23 ~ ------ > clear mac-address-table of this

port when finish configuring

4. Assign ports G4/21 and G4/22 to Remote vlan 100
Ruijie(config)#interface range gigabitEthernet 4/21-22
Ruijie(config-if-range)#switchport access vlan 100
Ruijie(config-if-range)#end

Ruijie#twr

V. Verification
1. This example shows how to verify status of monitor session

Bul jie#tEhow monitor
—rum; 1
an—type: |SOURCE SPAN

ntt:
»1tEthernet ' frame—tvpe| Both

frame—type |Both




2. This example shows how to display configuration of port G4/23

vl jiefishow run int

¥1an

100  Full

VI. Script
conf t
vlan 100
remote-span
exit
monitor session 1 remote-source
monitor session 1 source interface gigabitEthernet 4/1 both
monitor session 1 source interface gigabitEthernet 4/2 both
monitor session 1 destination remote vlan 100 interface gigabitEthernet 4/23 switch
interface gigabitEthernet 4/23
switchport access vlan 100
mac-loopback
interface range gigabitEthernet 4/21-22

switchport access vlan 100

2.6.3 Flow-Based Mirroring

Scenario

Flow-based mirroring: During network troubleshooting, when the traffic on the port is high, a common mirroring analysis

solution may lead to analysis failure due to limited PC performance, and it would be difficult for the system to capture required
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traffic packets (for example, a traffic packet of a certain MAC address, or a traffic packet originated by a designated IP address
and destined for another designated IP address). In this case, you can use the flow-based mirroring analysis function. If the
traffic on the port is too high for the monitoring server or log auditing server deployed on the network to carry out all the data

analysis tasks, you can choose to capture specified traffic packets only.

Function Overview

Port mirroring: You can use the switched port analyzer (SPAN) to replicate packets on a specified port to the port that connects
a network surveillance device on the switch for network monitoring and traffic analysis. You can monitor packets flow in and

out of a source port through SPAN for fast and packet replication.

The SPAN does not change packet information or affect packet transmission. In addition, the SPAN does not have requirement
on the media type for the source and destination ports. Port mirroring can be optical ports to electrical ports or electrical ports
to optical ports. The SPAN has no requirement on the property of the source and destination ports. It supports mirroring from

an access port to a trunk port or a trunk port to an access port.

Flow-based mirroring: You can define the desired types of traffic packets (for example, PPPOE packets, IP packets on a
specified network segment, and HTTP packets on TCP 80) using the ACL. Ruijie switches provide rich ACL functions, and
support traffic packet matching by L2 frame types, MAC addresses, IP addresses, TCP/UDP ports, and ACL80 (the first 80
bytes of a packet). The SPAN captures traffic packets on the source port according to the defined ACL, and mirrors the traffic

packets to the destination port. Traffic packets not matching the defined ACL are not mirrored.

Note: The switch supports flow-based mirroring in the RX direction (inbound on the port) only. Monitoring on the TX (outbound

on the port) direction or bi-direction are not supported.

I. Networking Requirements

1. The monitoring server monitors traffic consumption on the core server by users on the 192.168.10.0/24 network segment.
2. The monitoring server monitors the traffic from the core server to the access server.

Il. Network Topology
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Core Switch Server
A
<o G1/24

Accessvlan 30

IP:  192.168.30.1/24
GW: 192.168.30.254

G0/25

Access Switch

AccegSvlian 10 Accdgs vian 20

IP:  192.168.10.1/24 IP: 192.168.20.1/24
GW: 192.168.10.254 GW: 192.168.20.254

IIl. Configuration Tips

1. On the core server, configure the ACL to allow users on the network segment 192.168.10.0/24.

Configuration Guide

2. On the core server, configure the port mirroring function. Set the g1/1 port that connects the access server as the source

port of port mirroring and enable the ACL association.

3. Set the port connecting the monitoring server (port g1/24) as the destination port of port mirroring.

IV. Configuration Steps
Configure the core server.

Ruijie#configure terminal

Ruijie(config)#ip access-list extended ruijie ~ ------ >Create ACL, named as ruijie

Ruijie(config-ext-nacl)#permitip 192.168.10.0 0.0.0.255 any

Ruijie(config-ext-nacl)#exit

Ruijie(config)#monitor session 1 source interface gigabitEthernet 1/1 tx

Ruijie(config)#monitor session 1 source interface gigabitEthernet 1/1 rx acl ruijie ~ ------ > Set the g1/1 port that
connects the access server as the source port of port mirroring and enable the ACL association.

Ruijie(config)#monitor session 1 destination interface gigabitEthernet 1/24 switch - > Set the port
connecting the monitoring server (port g1/24) as the destination port of port mirroring and enable switching

on the mirroring destination port.

3-54



Ruijie(config)#end

Ruijie#wr

V. Verification

1. Check the port mirroring state.
Ruijie(config)#show monitor
sess-num: 1
span-type: LOCAL_SPAN
src-intf:
GigabitEthernet 1/1 frame-type Both
rx acl id 2900
acl name ruijie
dest-intf:
GigabitEthernet 1/24

mtp_switchon - > Allow mirroring port forwarding data stream

2. Check the ACL.

3. Capture

2.7 Featured commands

1. switchport trunk allowed vlan only x-x

Previously in 10.x version, all vlans are able to pass through trunk port by default. Engineers have to remove all vlans first,
then permit vlan one by one.

By command "switchport trunk allowed vlan only x-x", only allowed vlans are able to pass through trunk port, you don't need to

remove all vlan anymore.

For example:

Ruijie(config-if-GigabitEthernet 1/1)#show this

Building configuration...



switchport mode trunk
switchport trunk allowed vilan only 1-2

end

2. show this

Previously in 10.x version, engineers have to execute commands "show run " or "show run | include xxx" to check

configurations.By command "show this", you can display configurations under current mode directly:

For example :

Ruijie(config)#int mgmt O

Ruijie(config-if-Mgmt O)#show this

Building configuration...

ip address 172.18.10.62 255.255.255.0

gateway 172.18.10.1

3. show upgrade history
Previously in 10.x version, engineers have to rename firmware as "rgos.bin" before upgrading. In addition, there is no historical
upgrade records.

Currently, you can give any name to firmware for convenient management purpose and system might record historical upgrade.

For example:

Ruijie##show upgrade history

Last Upgrade Information:



Time: 2015-04-20 03:02:05

Method: LCOAL

Package Name: N18000_RGOS11.0(2)B1_CM_install.bin

Package Type: Distribution

4. debug syslog limit

Previously in 10.x version, at worst, massive system logs printing might crash device after debug is enable.
By command "debug syslog limit time seconds numbers numbers ", system logs printing is limited,

For example:
Ruijie#debug syslog limit ?
numbers Syslog limited by numbers
reset Syslog reset limit statistics

time Syslog limited by time

5. one key collection

Previously in 10.x version, usually engineers have to collect information multiple times while trouble shooting which might miss
the best opportunity.

By one key collection, system collects all relevant information in one time.

For example :

Ruijie#debug support
Ruijie(support)#tech-support ?
console Tech-support information to terminal

package Tech-support information to package
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2.8 Typical Feature

2.8.1 VSU

Overview

VSU expands the Port Numbers
As figure shown below, when port number on a switch runs out, you can add one more switch to the VSU to expand port

numbers

VSU expands Forwarding Capacity
As figure shown below, you can add one more switch to the VSU to expand the global forwarding capacity. For example,
forwarding capacity of one switch is 128M pps, and the global forwarding capacity expands up to 256 M pps when two

switches join in a VSU.

e e s S e o
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VSU expands Uplink Bandwidth

As figure shown below , you can add one more switch to VSU to expand uplink bandwidth to the core switch with the
minimum impact for network topology and configuration.

VSU simplifies the Network Topology

As the first figure shown below, this is a common scenario consisted of MSTP and VRRP features to ensure high available,
and redundant ports are blocked to prevent loops.

As the second figure shown below, VSU reduces the complexity of network and enhance the utilization ratio of network
resources. All ports are occupied in the same time.

MSTP + VRRP
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Note:
In the traditional network, in order to strengthen network reliability, the core layer or distribution layer will generally

configure two devices into the dual-core system to allow redundant standby, with neighboring devices connecting two
links to reach the dual-core redundant system. Such typical traditional network architecture is shown in the following
figure. The redundant network architecture increases the complexity of network design and operations, while the
enormous standby links also reduce the utilization ratio of network resources and decrease the rate of return on
investment.

VSU (Virtual Switching Unit) is a common network virtualization technology combining two switches into a single virtual

switch, thus reducing the complexity of network and enhancing the utilization ratio of network resources.

Simplify the network topology and make the best of bandwidth

. - vau - WEL
Distribution W@ Distribution g Distribution @
Access ﬁ % ‘“'“E'SS h ! Access |

Typical MSTP+ VRRP application VSU physmal tapology N\ VSU lagical topology N,

sy Sagy sy T vamy Ay nm&a

MSTP+VRRP : Complicate configuration and maintainance . Block link exists and
can't make the most of bandwidth

VSU : Simple configuration and maintaincance , asseciate with aggregate ports

to make the best of bandwidth

Role of Chassis:
Each switch in a VSU are called VSU member and there're three VSU roles for VSU member based on different

features:
1) Active: The active chassis controls the entire VSU system
2) Standby: The standby chassis take charge of the control if the main chassis fails

VSU Domain ID:
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VSU Domain ID ranges from 1 to 255, and the default value is 100. Only VSU members with the same Domain ID can
establish a VSU.

VSU Chassis ID:
The value of Chassis id can be 1 or 2.The default value is 1.
In standalone mode, port number takes 2-dimension format (for example, GigabitEthernet 2/3) ; In VSU mode , port
number takes 3-dimension format (for example , GigabitEthernet 1/2/3).
The first number(GigabitEthernet1/2/3) indicates the chassis ID and the last two numbers (GigabitEthernet1/2/3)
indicate the slot number and port number. So chassis ID of each VSU member must be different.
In addition, if two VSU chassises have the same chassis ID, VSU system recalculates a new chassis ID for them.

VSU Chassis Priority:
The value of chassis priority ranges from 1 to 255, and the default value is 100. A higher priority indicates a higher
priority to become the active chassis.
In addition, chassis priority consists of configuring priority and running priority. Running priority doesn't change when
administrator changes the configuring priority when VSU is running .Running priority changes when administrator saves
configuration and reloads the VSU.

VSL
Since two chassis jointly forms a network entity in VSU system, they need to share control information and partial data
streams. VSL (Virtual switching link) is a special link between two chassis for transmitting control information and data
streams
The VSL acts as an aggregation port. Its member port count is unlimited, and these member ports can reside on line
cards in different slots. For the VSLtransferred traffic, load balancing is performed among these member ports according
to the traffic balancing algorithm.
Currently, 10-GB or 40-GB ports can become member ports of the VSL, while 1-GB ports cannot. Besides, a line card
can hold physical member ports of the VSL as well as common data service ports.

VSL Interruption:
As figure shown below, VSL Interruption occurs when the VSL fails and both VSU members disconnect

VSuU
switch 1 switch2 switch 1 switch2

VSU Combination:

As figure shown below, VSU Combination occurs when both VSU members with the same Domain ID establish a VSU



switch 1 switch2 switch 1 switch2

Swtich Working Mode:

Switch working mode includes: standalone mode and VSU mode, and the default mode is standalone mode

VSU VSL Connection medium:
Different switch varies.

For example, you can only configure VSL on S8600E series switches on 10G/40G optical ports.

VSL Detection:
VSL detection starts to detect peer chassis once VSU members boot and after VSL links come up, Topology Discovery
begins.

Topology Discovery:
VSU members acquire global VSU network topology by flooding VSU hello packets through VSL. VSU Hello packets
carry topology information including chassis ID, priority, MAC, VSL port etc.
VSU Role Election starts when Topology Discovery completes.

VSU Role Election:
The active chassis election mechanism operates as below:
Current host first
The higher priority first
The lower MAC address first
The slave chassis election mechanism is as follows:
The nearest to main first
The higher priority first
The lower MAC address first
After finishing election, active chassis floods Convergence packets to the overall VSU, then VSU establishment
completes.

Dual Active Detection:

When VSL is disconnected, the slave chassis will be switched to main chassis. If the former main chassis is still
running, then the existing two chassis will both become the main chassis. Since the configurations are completely same,
a series of problems such IP address conflict will arise in the LAN. VSU must detect dual main chassis and take

restoration measures.
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Dual-main-chassis
detection link

~

Slave ™\
—>Main/)

VSL link

As shown in the figure above, when deploying the VSU system, you need to configure an independent physical link
between chassis in addition to the VSL. The physical link is sued to transfer dual-main-chassis packets when the VSL is
disconnected. It is called dual-main-chassis detection link. Ports connecting this link can be used to transfer only dual-
main-chassis detection packets. You can run a CLI command to specify certain ports as the dual-main-chassis detection
ports.

After dual main chassis are detected, generally, one chassis enters the recovery mode to avoid network abnormity.
The VSU system supports the Bidirectional Forwarding Detection (BFD) and AP-based detection.
1) BFD based Detection: A port of BFD for dual main chassis must be a L3 physical port. Ports of other modes will not
do. When you transform the port of BFD for dual main chassis from a L3 port into a port of other modes, the
detection is automatically cleared and a prompt is displayed. Here, the extended BFD is used. That is, existing

BFD configuration and display commands cannot be used to configure dual-main-chassis detection ports.

V33U

BFD based detection

2) AP based Detection: The AP-based mechanism of detecting dual main chassis is similar as that based on BFD.
When the VSL is disconnected and two main chassis occur, the two main chassis send private protocol packets to
each other for detecting dual main chassis. The difference from BFD based detection is AP-based Detection
configures on the AP links between VSU and one relay equipment as figure shown below, and this relay
equipment shall support forward private detection packets.
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relay equipment

AP based detection

Recovery mode:
When the main chassis is in the recovery mode, all services ports except the following ports must be disabled:
VSL port: when the main chassis in the recovery mode detects that the VSL is UP again, the chassis resets itself,
and joins the VSU system in the hot standby mode, becoming the new slave chassis.
MGMT port: You can use this port to perform remote management no matter the main chassis is in the recovery

mode or not.

Exception port: You can specify certain ports as exception ports, which will not be disabled when the main chassis
enters the recovery mode. Exception port: You can specify certain ports as exception ports, which will not be disabled
when the main chassis enters the recovery mode. To configure exception ports, run the dual-active exclude interface
interface-name command.

In the dual-main-chassis mode or when a main chassis enters the recovery mode, the simplest recovery
Solution is to reconnect the VSL. If VSL is not reconnected, but the main chassis in the recovery mode is manually

restarted, the system enters dual-main-chassis state again when after the restart succeeds.

2.8.1.1 Configuring basic VSU

1. Configuring active and standby VSU members
Active switch:

Switch1# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch1(config)# switch virtual domain 1
Switch1(config-vs-domain)# switch 1

Switch1(config-vs-domain)# switch 1 priority 200  ------ >Priority is 100 by default , switch with the higher
priority becomes the active chassis

Switch1(config-vs-domain)# exit
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Switchl(config)# vsl-aggregateport 1. =~ ------ >VSL is the heartbeat and traffic channel between 2 VSU

members. You must configure at least 2 pair of VSL
Switch1(config-vsl-ap-1)# port-member interface TenGigabitEthernet 2/1
Switch1(config-vsl-ap-1)# port-member interface TenGigabitEthernet 2/2

Switch1(config-vsl-ap-1)# exit

Standby switch:

Switch2# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Switch2(config)# switch virtual domain 1~ ------ >domain ID must be the same to that of active chassis
Switch2(config-vs-domain)# switch 2~ ------ >switch ID must be different from that of active chassis
Switch2(config-vs-domain)# switch 2 priority 150

Switch2(config-vs-domain)# exit

Switch2(config)# vsl-aggregateport 1

Switch2(config-vsl-ap-1)# port-member interface TenGigabitEthernet 2/1

Switch2(config-vsl-ap-1)# port-member interface TenGigabitEthernet 2/2

Switch2(config-vsl-ap-1)# exit

2. Connect VSL cable and confirm that links come up
3. Save configuration and convert both VSU members to virtual mode at the same time
Active switch

Switch1# wr

Switch1# switch convert mode virtual - >convert switch working mode from standalone mode to
virtual mode

Are you sure to convert switch to virtual mode[yes/no] : yes

Do you want to recovery“config.text’from*“virtual_switch.text’[yes/no] : no

Standby switch

Switch2# wr

Switch2# switch convert mode virtual

Are you sure to convert switch to virtual mode[yes/no] : yes

Do you want to recovery“config.text’from*“virtual_switch.text’[yes/no] : no

Both VSU members reloads automatically
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Attention: Be patient and it costs about 10 minutes to finish building VSU.

System prints logs continuously during next 10 minutes as below if VSL links failed or peer switch doesn't reload yet:

*Aug 6 13:17:17: %VSU-5-RRP_TOPO_INIT: Topology initializing, please wait for a moment
*Aug 6 13:18:17: %VSU-5-RRP_TOPO_INIT: Topology initializing, please wait for a moment.

4. Verification
1. When VSU completes, you can manage VSU on active chassis.

2. You can identify the active switch by viewing the Primary LED on the front main board which is solid green

3. When VSU completes, you can no longer manage VSU on standby chassis through console port by default.

Ruijie# show switch virtual

Switch_id Domain_id Priority Position Status Role

1(1) 1(1) 200(200) LOCAL oK ACTIVE ----- >active

2(2) 1(1) 150(150) REMOTE  OK STANDBY
->standby

Ruijie#sh version slot

Dev Slot Configured Module Online Module User Status  Software Status --- ----  -=-=-------------

11 none none

1 2 M8606-24SFP/12GT M8606-24SFP/12GT installed none
1 3 M8606-2XFP M8606-2XFP uninstalled cannot startup
1 4 M8606-24GT/12SFP M8606-24GT/12SFP installed ok

1 M1 M8606-CM  M8606-CM master

1 M2

2.8.1.2 Configuring VSU optimization

Overview

1. When VSL is disconnected, the standby chassis will be switched to active chassis. If the former active chassis is still

running, then the existing two chassis will both become the active chassis. Since the configurations are completely

same, a series of problems such IP address conflict will arise in the LAN. VSU must detect dual-active chassis and take

restoration measures.
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2. After enable dual-active detection , system detects dual-active via control packets between BFD dedicated link and puts
one chassis which has lower priority into recovery mode ,all port ,except for VSL port, MGMT port and exception port

that administrator specifies (reserved for telnet), are mandatory shutdown

When dual-active occurs, dual-active detection ensures the stability and high availability of your network. (you must use
redundant connection to connect other switches to VSU . In addition, you must connect one link to the active chassis, the

other to standby chassis)

I. Configuration Steps
1. Configuring Dual-active Detections
Ruijie(config)# interface gi2/4/2
Ruijie(config-if)# no switchport ------ >BFD detection must be applid on a Layer 3 port
Ruijie(config-if)# exit
Ruijie(config)# interface gil/4/2
Ruijie(config-if}# no switchport

Ruijie (config-if)# exit

Ruijie (config)# switch virtual domain 1
Ruijie(config-vs-domain)# dual-active detection bfd ------ >enable BFD feature

Ruijie(config-vs-domain)# dual-active pair interface gil/4/2 interface gi2/4/2 ~ ------ >configure a pair of BFD

detection ports
Ruijie(config-vs-domain)# dual-active exclude interface tenl/1/2 — ------ >configure the exception port

Ruijie(config-vs-domain)# dual-active exclude interface ten2/1/2

2.8.1.3 Configuring AP in VSU

Overview

Inter-chassis aggregate port (AP) group includes member ports of two VSU chassis. Inter-chassis AP can connect to all
devices (such as server, switch and router) supporting port aggregation function.

Inter-chassis AP allows load balancing of inter-chassis data streams. For example, when data streams enter from main
chassis into VSU system, VSU will give preference to member ports located in the main chassis. This feature
guarantees that some unnecessary data streams are not transmitted over VSL, thus reducing the load pressure of VSL.

The following figure shows the typical application of AP in a VSU.
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I. Configuration Steps

1. Configuring layer 3 AP on VSU:
Ruijie(config)#interface aggregateport 2
Ruijie(config-if-AggregatePort 2)#no switchport
Ruijie(config-if-AggregatePort 2)#description link-to-xxxx
Ruijie(config-if-AggregatePort 2)#ip add 172.16.1.6 255.255.255.252
Ruijie(config-if-AggregatePort 2)#exit
Ruijie(config)#interface ten 1/3/1
Ruijie(config-if-TengabitEthernet 1/3/1)#no switchport
Ruijie(config-if-TengabitEthernet 1/3/1)#description linktoyyyy
Ruijie(config-if-TengabitEthernet 1/3/1)#port-group 2
Ruijie(config-if-TengabitEthernet 1/3/1)#exit
Ruijie(config)#interface ten 2/3/1
Ruijie(config-if-TengabitEthernet 2/3/1)#no switchport
Ruijie(config-if-TengabitEthernet 2/3/1)#description link-to-yyyy
Ruijie(config-if-TengabitEthernet 2/3/1)#port-group 2

Ruijie(config-if-TengabitEthernet 2/3/1)#exit

2. Configuring layer 2 AP on VSU:

Ruijie(config)#interface aggregateport 4
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Ruijie(config-if-AggregatePort 4)#switchport mode trunk

Ruijie(config-if-AggregatePort 4)#switchport trunk allowed vlan remove xxxx ----- >prune trunk port based on

requirement

Ruijie(config-if-AggregatePort 4)#description linktoxxxx
Ruijie(config-if-AggregatePort 4)#exit

Ruijie(config)#interface gigabitEthernet 1/4/1
Ruijie(config-if-GigabitEthernet 1/4/1)#port-group 4
Ruijie(config-if-GigabitEthernet 1/4/1)#description link-to-yyyy
Ruijie(config-if-GigabitEthernet 1/4/1)#exit
Ruijie(config)#interface gigabitEthernet 2/4/1
Ruijie(config-if-GigabitEthernet 2/4/1)#port-group 4
Ruijie(config-if-GigabitEthernet 2/4/1)#description link-to-yyyy

Ruijie(config-if-GigabitEthernet 2/4/1)#exit

2.8.1.4 Verifying VSU

Verification Items Description Expected interrupt tine | Result
. Plug and uplug 4P cable Nandatory in 25
Links redundanc

v Flug and unplug BCMF/Routing cable Nandatory in 25
Hot-plugging Dual-Nanagement boards in 78

in one chassis of the VS0 Svsten

TS0 switchover Switch over malln ar}rd glave chazsises .
by executing redundancy in 25
forceswitch”

Power off VST nain/slave chassis Mandatory in 28
Dual-active Unplug all V3L links Mandatory in 23

2.8.2 1X-Web Authentication

2.8.2.1 Secure Channel, Authentication-Free, and Emergency Channel

Features

Secure channel: Generally, after 1X authentication is deployed, data packets from unauthenticated user ports are discarded.
The secure channel allows users access designated websites unauthenticated. It can be deployed to facilitate client distribution,
backdoor reservation for leaders and terminals that do not support authentication (for example, printers and all-purpose

terminals).

Emergency channel: In an 1X authentication scenario with only one Radius server, all users fail to access the Internet once

the Radius server fails, services will be seriously affected. In that case, authentication configuration must be cancelled on all
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the ports one by one to recover services. If an emergency channel is deployed, the switch allows users access the Internet

without authentication when authentication fails multiple times or the Radius server is considered dead.

I. Networking Requirements

1. The 1X function is enabled on the core server for resource access authentication on managed users.

2. Authenticated users can access all resources while unauthenticated users can access only certain Intranet resources.
3. Authentication-free access to intranet resources is enabled for some users (PC2).

4. When the active Radius server fails to function normally, user authentication is switched to the backup Radius server. When
both active and standby Radius servers fail, managed users can access resources without authentication (through an

emergency channel).

Il. Network Topology

IP= 182 168.33.61/24

Radius server
Core Switch

p-192.16833.161
GW: 192.168.351
G1/2 IP:  192.168.33.244
LUV TY2.164.53.1

Q

1Pz 192168.13.62/24

Access Switch @ . "4 IP:  192.168.31.164
' 4 GW- 192.168.33.1

""'\.{-__;. \“"Cr"
IP: 192.168.33.162 IP: 192.168.33.163
MAC: 1.CCCFARFTD MAC: MMa.Aa%4 0677
GW= 192.168.331 GW= 182.168.331

lll. Configuration Tips

1. On the core server, enable AAA and configure the Radius server and key associated parameters.
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2. On the Radius server, configure the related parameters. (In this example, the SAM is used as the Radius server.)
3. Configure a professional ACL to implement server access before user authentication.

4. The core switch, managed users, and the Radius server can be on different network segments, so long as the core switch
can properly communicate with the Radius server and the clients can reach the controlled ports on the core switch via the

access switch.

5. Configure the parameters for the communication between the switch and the Radius server to deploy an emergency channel.

IV. Configuration Steps

Configure the core server.
1. Basic dotlx configuration
Ruijie>enable

Ruijie#tconfigure terminal

Ruijie(config)#aaa new-model ~ ------ >trun on aaa switch

Ruijie(config)#radius-server host 192.168.33.244  ------ >configure radius server

Ruijie(config)#radius-server host 192.168.33.245  ------ >configure backup radius server
Ruijie(config)#radius-server key ruijie - >configure radius key

Ruijie(config)#aaa authentication dotl1x ruijie group radius none ------ > Define an IEEE802.1x authentication
method list.

Ruijie(config)#aaa accounting network ruijie start-stop group radius ~ ------ > Define the AAA network accounting
method list.

Ruijie(config)#aaa accounting update periodic 15  ------ > Set the account update function.
Ruijie(config)#dotlx authentication ruije ~ ----- > 802.1X to select the authentication method list
Ruijie(config)#dotlx accounting ruijie ~ ---—- > 802.1X to select the accounting method list

Ruijie(config)#interface gigabitEthernet 1/2

Ruijie(config-if-GigabitEthernet 1/2)#switchport mode trunk

Ruijie(config-if-GigabitEthernet 1/2)#dot1x port-control auto ~ ------ > Enable 802.1X authentication on the
interface
Ruijie(config-if-GigabitEthernet 1/2)#ip add 192.168.33.161 255.255.255.0  ------ > configure switch ip address

Ruijie(config-if-GigabitEthernet 1/2)#end

Ruijie#twrite  ------ > save configuration

2. Enable the secure channel function
Ruijie(config)#expert access-list extended ruijie

Ruijie(config-exp-nacl)#permit arp any any any any any ------ >make the ip and arp packets free authentication



Ruijie(config-exp-nacl)#permit ip any any host 192.168.33.61 any ------ > To allow access to the home page of the

site before authentication

Ruijie(config-exp-nacl)#permit ip any any host 192.168.33.62 any ------ > To allow access to the home page of the

site before authentication

Ruijie(config-exp-nacl)#permit ip any any host 192.168.33.244 any ------ > To allow access to the home page of

the site before authentication

Ruijie(config-exp-nacl)#permit host 192.168.33.163 host 001a.a9c4.062f any any------ > This host implements

authentication free
Ruijie(config-exp-nacl)#exit

Ruijie(config)#security global access-group ruijie

1x free authentication description

There are two ways to achieve user authentication: (1) configure the security channel to put the IP or MAC address;
2, configure the free VLAN authentication will be the corresponding VLAN users free of authentication

Plan 1 : Configure security channel , there are three methods :

Method 1 : permit host ip address

expert access-list extended nolx

10 permit arp any any any any any

20 permitip host 192.168.1.23 any anyany = ------- >permit host ip address

security global access-group nolx

method 2 : permit host mac address

expert access-list extended nolx

10 permit arp any any any any any

30 permit ip any host 0010.123c.513d any any  ------- >permit hots mac address

security global access-group nolx

method 3 : permit ip+tmac

expert access-list extended nolx

10 permit arp any any any any any

40 permitip host 192.168.1.23 host 0010.123c.513d any any =~ ------- >permit ip and mac address

security global access-group nolx
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Plan 2 : Configure direct-vlan

Configuration command : direct-vlan 1-20// direct-vlan can take effect on both 1x authentication and web
authentication

Notes:

If the secure channel (in priority over 1x authentication) is enabled, user ARP packets must be allowed to pass. In this way,
users can communicate with the gateway. As the secure channel has higher priority, the anti ARP spoofing function will become

invalid.

Solution: Do not permit all ARP packets. Permit only ARP packets destined for the gateway. In this way, ARP check is
implemented and ARP spoofing among users are prevented. However, ARP spoofing is not completely prevented, because

users can still spoof another user on the gateway.
Ruijie(config)#expert access-list extended permitlx

Ruijie(config-exp-nacl)#permit ip any any host 192.168.1.254any - > To allow access to the home

page of the site before authentication

Ruijie(config-exp-nacl)#permit arp any any any any any  ------ > Allow ARP message interaction between a

user and a gateway
Ruijie(config)#security global access-group permitlx

Ruijie(config-exp-nacl)#permit arp any any any any host 192.168.33.1

3. You can change the time parameter between the switch and the Radius server to switch the authentication method.
For example, the configuration "aaa authentication dotlx ruijie group radius none" indicates that authentication by
the active Radius server is implemented first, is switched to the backup Radius server if the active Radius server does
not respond in a specified period, and is switched to none authentication mode if both the active and backup Radius

servers fail to respond.

Ruijie(config)#radius-server timeout 2 =~ ------ > Specify the waiting time before the router resend request
(2 s by default)

Ruijie(config)#radius-server retransmit 2~ ------ > Specify the times of sending requests before the router

confirms Radius invalid (3 by default)

Ruijie(config)#radius-server dead-criteria time 6 tries 3 =~ ------ >define the dead-criteria time and tries of the
server
Ruijie(config)#radius-server deadtime 5~ ------ > Specify the waiting time before the server is considered

dead in case of no response to the request sent by the device (5 minutes by default).

Ruijie(config)#dot1x timeout server-timeout 20
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dotlx timeout indicates the timeout period of 1x authentication. The parameter is independent from the Radius timeout period
(radius timeout*). However, radius timeout* (retransmit+1) must be smaller than dot1x timeout server-timeout. Otherwise,
the emergency channel does not take effect. In this example, 2*(2+1)=6s, which is smaller than 20s, and therefore, the

emergency channel is effective.

V. Verification

1. Before authentication, users can access the resources inside the secure channel, but can not access the resources inside

the non secure channel

BRI,

C:\Usexrs\R03344>ping 192, 168, 53.61

Af[8]<ims
BJ[8)<1ms
12 B [8)<ims

=4, ::_';:—'i‘-\ =0 (0% é )

A

B%;E Oms, HE=

C:\Usexrs\R03344>ping 192. 168. 33. 1

4 (100% Ex),

The same can also be verified, the security channel is free to authenticate users of IP and MAC, the user can also communicate

properly.

2. When the radius server hangs, the user can achieve escape function

Authenticated

Check the user info.



Rui jie#tshow dotlx user 1d 7

3. open debug radius event,

?I[:Iljl seconds

you can see the entire process of an escape function :

Ruijie#tdebug radius event

Ruijie#*Mar 16 18:

*Mar 16 18:07:20:
*Mar 16 18:07:20:
*Mar 16 18:07:20:
*Mar 16 18:07:20:
*Mar 16 18:07:20:
*Mar 16 18:07:22:
*Mar 16 18:07:22:
*Mar 16 18:07:22:
*Mar 16 18:07:22:

*Mar 16 18:07:22:

07:20: %7: [radius] aaa req authentication to group radius

%7: __rds_add_attr type=24len=0

%7: [radius] 16 send

%7: pkt len 676 code 1 id 16

%7: calcu msg auth ok

%7: [radius] radius access requests(12).  ------ > sent access-request for the first time
%7: [radius] user 16 retry

%7: [radius] 16 send

%7: pktlen 676 code 1 id 16

%7: calcu msg auth ok

%7: [radius] radius access requests retransmissions(18) timeout(18). ------ >timeout for the first

time after 2 seconds

*Mar 16 18:07:24:
*Mar 16 18:07:24:
*Mar 16 18:07:24:
*Mar 16 18:07:24:

*Mar 16 18:07:24:

%7: [radius] user 16 retry
%7: [radius] 16 send

%7: pktlen 676 code 1 id 16
%7: calcu msg auth ok

%7: [radius] radius access requests retransmissions(19) timeout(19).  ------ > timeout for the

second time after 4 seconds

*Mar 16 18:07:26:
*Mar 16 18:07:26:

%7: [radius] user 16 retry

%7: [rds_user] rds delete user, state 2, atype 0



2.8.3

*Mar 16 18:07:26:
*Mar 16 18:07:26:

%7: [rds_user] rds free user id 7, pkid 16

%AAA-7-FAILOVER: Failing over from 'dot1x' for client 0021.cccf.6f70 on Interface

GigabitEthernet 0/1.

*Mar 16 18:07:26:
*Mar 16 18:07:26:
*Mar 16 18:07:26:
*Mar 16 18:07:26:
*Mar 16 18:07:26:
*Mar 16 18:07:28:
*Mar 16 18:07:28:
*Mar 16 18:07:28:
*Mar 16 18:07:30:
*Mar 16 18:07:30:
*Mar 16 18:07:30:
*Mar 16 18:07:32:
*Mar 16 18:07:32:
*Mar 16 18:07:32:

MSTP+VRRP

%7: [radius] aaa req accounting to group radius
%7: [accounting] acct len 116

%7: __rds_add_attr type=25len=0

%7: [radius] 17 send

%7: [radius] radius acc requests(5) and pending(3).
%7: [radius] user 17 retry

%7: [radius] 17 send

%7: [radius] radius acc retransmissions(5) timeout(5).
%7: [radius] user 17 retry

%7: [radius] 17 send

%7: [radius] radius acc retransmissions(6) timeout(6).
%7: [radius] user 17 retry

%7: [rds_user] rds delete user, state 2, atype 2

%7: [rds_user] rds free user id 7, pkid 17

2.8.3.1 MSTP+VRRP Overview

Two common deployment patterns of MSTP+VRRP

1. MSTP with single instance:

As figure shown below, SW1 is the root bridge for MSTP instance 0 to which all vians are mapped and master VRRP

gateway for all vians. This deployment patterns of MSTP is almost the same to RSTP.

Merit:

Easier maintenance and implementation

Demerit: SW?2 is the second root and backup VRRP gateway which doesn't forward any traffic .1t is a waste of network

resource.

------ > timeout for the third time after 6 seconds
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of  TendTenan 92
MSTP+VRRP N\

2. MSTP with Multiple instances:

As figure shown below, SW1 is the root bridge for MSTP instance 1 and secondary root for instance

2. SW2 is Root Bridge for MSTP instance 2 and secondary root for instance 1. MSTP instance 1 includes VLAN 10, 60 and
80 and instance 2 includes VLAN 20, 30 and 70.

SW1 is the master VRRP gateway for VLAN 10, 60 and 80 and the backup VRRP gateway for VLAN 20, 30 and 70. SW2 is
the master VRRP gateway for VLAN 20, 30 and 70 and the backup gateway for VLAN 10, 60 and 80.

Merit: Fully occupy network resource
Demerit: More complicated configuration and maintenance than MSTP with single instance

vy

VRRP 3 Master VRRP 5 Master
Root bridge for instance 5(VLAN50)

Root bridge for instance 3(VLAN30) 2N Ten3/1,Tend/ ‘m\
MSTP+VRRP :

ViAN D VLAN &0

2.8.3.2 Configuring MSTP with single instance

Note:
The deployment pattern of "MSTP + VRRP" is replaced by deployment pattern of VSU day by day and we suggest you
to apply VSU if possible. Even so, deployment pattern of "MSTP + VRRP" is still a fallback method to ensure a
redundant and reliable network if core and distribution switches don't support VSU
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We suggest you to remove some interconnection links first to avoid a Layer 2 loop

I. Network Topology

| <>

qi2lt Ten3/1,Tend/1 Q‘ZH
2 MSTP+VRRP

SW1 is the master VRRP gateway for users on all vlans, and SW2 is the backup VRRP gateway for users on all vlians.
Connect SW1 and SW2 through an Aggregate port to ensure reliability and configure this AP as Trunk port.

The IP address of SW1 on VLANSs from 10 to 80 are 192.168.10.1 to 192.168.80.1 , and IP address of SW2 on VLANSs from
10 to 80 are 192.168.10.2 to 192.168.80.2 , and VRRP IP address are 192.168.10.254 to 192.168.80.254.

Il. Configuration Steps
Configuring SW1
Ruijie#config terminal

Ruijie(config)#spanning-tree mst O priority 0~ ------ >instance id=0, priority=0(The lower the number, the more

likely the switch will be chosen as the root bridge) by default, all vians are mapped to instance O .
Ruijie(config)#spanning-tree ~ ------ >enable STP feature and the default STP mode is MSTP

Ruijie(config)#e  xit

Configure MSTP

Configuring AP
Ruijie#config terminal
Ruijie(config)#interface aggregateport 1

Ruijie(config-if-AggregatePort 1)#switchport mode trunk
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Ruijie(config-if-AggregatePort 1)#exit
Ruijie(config)#interface tengigabitEthernet 3/1
Ruijie(config-if-TenGigabitEthernet 3/1)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/1)#exit
Ruijie(config)#interface tengigabitEthernet 3/2
Ruijie(config-if-TenGigabitEthernet 3/2)#port-group 1

Ruijie(config-if-TenGigabitEthernet 3/2)#exit

Ruijie(config)#interface range gigabitEthernet 1/1-5

Ruijie(config-if-range)#switchport mode trunk - >don't forget to prune trunk port

Configuring VRRP
Ruijie(config)#vlan 10
Ruijie(config)#inter vian 10
Ruijie(config-if-VLAN 10)#ip address 192.168.10.1 255.255.255.0
Ruijie(config-if-VLAN 10)#vrrp 10 ip 192.168.10.254

Ruijie(config-if-VLAN 10)#vrrp 10 priority 120 - >vrrp group id=10, priority value=120 (the

bigger the number , the more likely the switch will be chosen as the master ,and default value is 100)

Ruijie(config-if-VLAN 10)#exit

Ruijie(config)#vlan 20

Ruijie(config)#inter vian 20

Ruijie(config-if-VLAN 20)#ip address 192.168.20.1 255.255.255.0
Ruijie(config-if-VLAN 20)#vrrp 20 ip 192.168.20.254
Ruijie(config-if-VLAN 20)#vrrp 20 priority 120

Ruijie(config-if-VLAN 20)#exit

Ruijie(config)#vlan 80
Ruijie(config)#inter vian 80

Ruijie(config-if-VLAN 80)#ip address 192.168.80.1 255.255.255.0
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Ruijie(config-if-VLAN 80)#vrrp 80 ip 192.168.80.254
Ruijie(config-if-VLAN 80)#vrrp 80 priority 120

Ruijie(config-if-VLAN 80)#exit

Configuring SW2
Ruijie#config terminal

Ruijie(config)#spanning-tree mst O priority 4096  ------ >instance id=0, priority=4096(The lower the number,

the more likely the switch will be chosen as the root bridge) by default , all vilans are mapped to instance 0

Ruijie(config)#spanning-tree  ------ >enable STP feature and default mode is MSTP

Ruijie(config)#exit

Configuring AP
Ruijie#config terminal
Ruijie(config)#interface aggregateport 1
Ruijie(config-if-AggregatePort 1)#switchport mode trunk
Ruijie(config-if-AggregatePort 1)#exit
Ruijie(config)#interface tengigabitEthernet 3/1
Ruijie(config-if-TenGigabitEthernet 3/1)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/1)#exit
Ruijie(config)#interface tengigabitEthernet 3/2
Ruijie(config-if-TenGigabitEthernet 3/2)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/2)#exit
Ruijie(config)#interface range gigabitEthernet 1/1-5

Ruijie(config-if-range)#switchport mode trunk — ----- >don't forget to prune trunk port

Configuring VRRP
Ruijie(config)#vlan 10
Ruijie(config)#inter vian 10
Ruijie(config-if-VLAN 10)#ip address 192.168.10.2 255.255.255.0

Ruijie(config-if-VLAN 10)#vrrp 10 ip 192.168.10.254 - >vrrp group id=10, priority value remains
default setting(the bigger the number , the more likely the switch will be chosen as the master ,and default

value is 100)
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Ruijie(config-if-VLAN 10)#exit

Ruijie(config)#vlan 20

Ruijie(config)#inter vian 20

Ruijie(config-if-VLAN 20)#ip address 192.168.20.2 255.255.255.0
Ruijie(config-if-VLAN 20)#vrrp 20 ip 192.168.20.254

Ruijie(config-if-VLAN 20)#exit

Ruijie(config)#vlan 80

Ruijie(config)#inter vian 80

Ruijie(config-if-VLAN 80)#ip address 192.168.80.2 255.255.255.0
Ruijie(config-if-VLAN 80)#vrrp 80 ip 192.168.80.254

Ruijie(config-if-VLAN 80)#exit

Configuring SW11, SW12, S13, S14, S15, S16
Ruijie#tconfig terminal
Ruijie(config)#interface range gigabitEthernet 0/25-26
Ruijie(config-if-range)#switchport mode trunk

Ruijie(config-if-range)#exit

Ruijie(config)#spanning-tree  ------ >enable STP feature and default mode is MSTP

Ruijie(config)#exit

If we want to manully conduct MSTP to put G0/25 on SW11 and SW12 in forwarding state , we can assign a higher
cost value to G0/26 , then MSTP blocks G0/26. (If a loop occurs, MST uses the path cost when selecting an

interface to place into the forwarding state. A lower path cost represents higher-speed transmission)
Ruijie(config)#interface gi0/26

Ruijie(config-if-GiagaEthernet 0/26)#spanning-tree cost 200000 ------ >the default value is derived from the

media speed of the interface , and the cost value of an 1000M port is 20000

Ruijie(config-if-GiagaEthernet 0/26)#exit
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Connectting cable and verifying status of STP and VRRP
1. This example displays that SW1 is the root bridge
SW1:

Ruijie#!show spanning-tree
StpVersion : MSTP
SysStpStatus : ENABLED
MaxAge : 20

HelloTime : 2
ForwardDelay : 15
BridgeMaxAge : 20
BridgeHelloTime : 2
BridgeForwardDelay : 15
MaxHops: 20
TxHoldCount : 3
PathCostMethod : Long
BPDUGuard : Disabled
BPDUFilter : Disabled

LoopGuardDef : Disabled

#HHHH mst 0 vlans map : ALL

BridgeAddr : 1414.4b19.eccO ------ >local MAC address
Priority: O

TimeSinceTopologyChange : 12d:0h:19m:46s
TopologyChanges : 0

DesignatedRoot : 0.1414.4b19.eccO  ------ >root MAC address
RootCost : 0

RootPort : 0

CistRegionRoot : 0.1414.4b19.eccO

CistPathCost : 0

2. This example displays that SW1 is the VRRP master
Ruijie#tshow vrrp 10

VLAN 10 - Group 10
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State is Master
Virtual IP address is 192.168.10.254 configured
Virtual MAC address is 0000.5e00.010a
Advertisement interval is 1 sec
Preemption is enabled

min delay is 0 sec
Priority is 120
Master Router is 192.168.10.1 (local), priority is 120
Master Advertisement interval is 1 sec

Master Down interval is 3.53 sec

Ruijie#tshow vrrp brief

Interface Grp Pri  timer Own Pre
Group addr
VLAN 10 10 120 353 - P

192.168.10.254

VLAN 20 20 120 3.53 = P
192.168.20.254

VLAN 30 30 120 3.53 = P
192.168.30.254

VLAN 40 40 120 3.583 = P
192.168.40.254

VLAN 50 50 120 3.53 = P
192.168.50.254

VLAN 60 60 120 3.53 = P
192.168.60.254
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Master

Master

Master

Master

Master

Master

192.168.10.1

192.168.20.1

192.168.30.1

192.168.40.1

192.168.50.1

192.168.60.1
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VLAN 70 70 120 3.53 = P Master 192.168.70.1
192.168.70.254

VLAN 80 80 120 3.53 = P Master 192.168.80.1
192.168.80.254

3. This example displays that SW1 is the root bridge on SW2
SW2:

Ruijie#show spanning-tree
StpVersion : MSTP
SysStpStatus : ENABLED
MaxAge : 20

HelloTime : 2
ForwardDelay : 15
BridgeMaxAge : 20
BridgeHelloTime : 2
BridgeForwardDelay : 15
MaxHops: 20
TxHoldCount : 3
PathCostMethod : Long
BPDUGuard : Disabled
BPDUFilter : Disabled

LoopGuardDef : Disabled

#H#HH# mst 0 vians map : ALL

BridgeAddr : 00d0.f834.ea70  ------ >SW2 MAC address

Priority: 4096

TimeSinceTopologyChange : 0d:0h:9m:2s

TopologyChanges : 6

DesignatedRoot : 0000.1414.4b19.eccO0  ------ > root MAC address(SW1)
RootCost : 0

RootPort : 3

CistRegionRoot : 0000.1414.4b19.eccO
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CistPathCost : 20000

4. This example displays that SW2 is the VRRP Backup
CistPathCost : 20000 Ruijie#tshow vrrp 10
VLAN 10 - Group 10
State is Backup
Virtual IP address is 192.168.10.254 configured
Virtual MAC address is 0000.5e00.010a
Advertisement interval is 1 sec
Preemption is enabled
min delay is 0 sec
Priority is 100
Master Router is 192.168.10.1 , priority is 120
Master Advertisement interval is 1 sec

Master Down interval is 3 sec

5. This exmaple displays how to verify root bridge on SW11 and SW12 and whether MSTP has blocked G0/26 as per
design.

Ruijie#tshow spanning-tree summary
Spanning tree enabled protocol mstp
MST 0 vlans map : ALL
Root ID Priority 0
Address 1414.4b19.eccO  ------ >root bridge MAC address
this bridge is root

Hello Time 2sec Forward Delay 15 sec Max Age 20 sec

Bridge ID  Priority 32768
Address 00d0.f8b5.0a0b  ------ >local MAC address

Hello Time 2sec Forward Delay 15 sec Max Age 20 sec

Interface Role Sts Cost Prio Type OperEdge

Gi0/25 Root FWD 200000 128 P2p False = - >root port
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Gi0/26 Altn BLK 200000 128 P2p - >blocked port

When you connect Ruijie switch to other vendors, pay attention to spanning-tree compatibility:

1. When you connect Ruijie to Cisco, you must double confirm whether Cisco firmware supports standard MSTP .
So far, Cisco switch with firmware 12.25(SE) and above supports standard MSTP , but any other older firmware
doesn't ,so the old firmware that runs nonstandard MSTP has compatibility issue .So you must upgrade switch to
version 12.25(SE) and above.If Cisco switch is too old to upgrade to version 12.25(SE) and above, you can disable
STP and enable BPDU bridge mode to bypass all bpdu packets. To enable BPDU bridge mode, perform this task:
Ruijie(config)#no spanning-tree

Ruijie(config)#bridge-frame forwarding protocol bpdu

2. We suggest you to configure completely the same MSTP name, revision, instance mapping when you enable MSTP
on Ruijie and other vendors switch to prevent STP compatibility issue. You can also enable RSTP because RSTP
has better compatibility.

2.8.3.3 Configuring MSTP with multiple instances

Note:
The deployment pattern of "MSTP + VRRP" is replaced by deployment pattern of VSU day by day and we suggest you
to apply VSU if possible. Even so, deployment pattern of "MSTP + VRRP" is still a fallback method to ensure a
redundant and reliable network if core and distribution switches don't support VSU

We suggest you to remove some interconnection links first to avoid a Layer 2 loop

I. Network Topology
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VRRP 3 Master VRRP 5 Master

Root bridge for instance 3(VLAN30) Ten3/1.Tend/1 g2 Root bridge for instance 5(VLAN50)
MSTP+VRRP

VLAN 80 e
VLAN £0 VLAN SO ke VLAN 7O
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SW1 is the master VRRP gateway for users on vlan 10,20,30,40,60,and 70,and backup VRRP for servers on vlan 50 and
80.SW2 is the master VRRP gateway for servers on vlans 50 and 80 , and backup VRRP for users on vlan 10,20,30,40,60
and 70. Connect SW1 and SW2 through an Aggregate port to ensure reliability and configure this AP as Trunk port.

The IP address of SW1 on VLANs from 10 to 80 are 192.168.10.1 to 192.168.80.1 , and IP address of SW2 on VLANs
from 10 to 80 are 192.168.10.2 to 192.168.80.2 , and VRRP IP address are 192.168.10.254 to 192.168.80.254.

Il. Configuration Steps

Configuring SW1
Configuring MSTP

Ruijie#config terminal

Ruijie(config)#vlan range 10,20,30,40,50,60,70,80

Ruijie(config-vlan-range)#exit

Ruijie(config)#spanning-tree mst configuration ~ ------ >enter mst configuration mode
Ruijie(config-mst)#name ruijie  ------ >switches in a same MSTP area must have the same instance name

Ruijie(config-mst)#instance 1 vlan 10,20,30,40,60,70  ----- >map vlan 10,20,30,40,60,70 to instance 1, and

switches in a same MSTP area must have the same mapping

Ruijie(config-mst)#instance 2 vlan 50,80  ----- >map vlan 50,80 to instance 2, and switches in a same MSTP

area must have the same mapping
Ruijie(config-mst)#exit

Ruijie(config)#spanning-tree mst O priority 0~ ----- >By default , instance 0 exists ,and any other vians that

haven't mapped to an instance are mapped to instance 0. SW1 is the root bridge for instance 0
Ruijie(config)#spanning-tree mst 1 priority 0~ ----- >SWL1 is the root bridge in instance 1
Ruijie(config)#spanning-tree mst 2 priority 4096 ----- >SWL1 is the secondary bridge in instance 2

Ruijie(config)#spanning-tree  ------ >enable STP feature

Configuring AP
Ruijie#config terminal
Ruijie(config)#interface aggregateport 1
Ruijie(config-if-AggregatePort 1)#switchport mode trunk
Ruijie(config-if-AggregatePort 1)#exit
Ruijie(config)#interface tengigabitEthernet 3/1
Ruijie(config-if-TenGigabitEthernet 3/1)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/1)#exit

Ruijie(config)#interface tengigabitEthernet 3/2
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Ruijie(config-if-TenGigabitEthernet 3/2)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/2)#exit
Ruijie(config)#interface range gigabitEthernet 1/1-5

Ruijie(config-if-range)#switchport mode trunk - >don't forget to prune trunk port

Configuring VRRP
Ruijie(config)#vlan 10
Ruijie(config)#inter vian 10
Ruijie(config-if-VLAN 10)#ip address 192.168.10.1 255.255.255.0
Ruijie(config-if-VLAN 10)#vrrp 10 ip 192.168.10.254

Ruijie(config-if-VLAN 10)#vrrp 10 priority 120 - >vrrp group id=10, priority value =120(the

bigger the number , the more likely the switch will be chosen as the master ,and default value is 100)

Ruijie(config-if-VLAN 10)#exit

Ruijie(config)#vlan 20

Ruijie(config)#inter vian 20

Ruijie(config-if-VLAN 20)#ip address 192.168.20.1 255.255.255.0
Ruijie(config-if-VLAN 20)#vrrp 20 ip 192.168.20.254
Ruijie(config-if-VLAN 20)#vrrp 20 priority 120

Ruijie(config-if-VLAN 20)#exit

VRRP primary gateway of VLAN 50,80 is SW2 which is the root bridge of instance 2
Ruijie(config)#vlan 50

Ruijie(config)#inter vian 50

Ruijie(config-if-VLAN 50)#ip address 192.168.50.1 255.255.255.0

Ruijie(config-if-VLAN 50)#vrrp 50 ip 192.168.50.254 ~  ----- >vrrp group id=50, priority value remains
default setting(the bigger the number , the more likely the switch will be chosen as the master ,and default

value is 100)

Ruijie(config-if-VLAN 50)#exit

Ruijie(config)#vlan 80
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Ruijie(config)#inter vlan 80
Ruijie(config-if-VLAN 80)#ip address 192.168.80.1 255.255.255.0

Ruijie(config-if-VLAN 80)#vrrp 80 ip 192.168.80.254 ~  -—--- >vrrp group id=80, priority value remains
default setting(the bigger the number , the more likely the switch will be chosen as the master ,and default

value is 100)

Ruijie(config-if-VLAN 80)#exit

Configuring SW2
Configuring MSTP

Ruijie#config terminal

Ruijie(config)#vlan range 10,20,30,40,50,60,70,80

Ruijie(config-vlan-range)#exit

Ruijie(config)#spanning-tree mst configuration =~ ------ >enter mst configuration mode
Ruijie(config-mst)#name ruijie  ------ >switches in a same MSTP area must have the same instance name

Ruijie(config-mst)#instance 1 vlan 10,20,30,40,60,70  ----- >map vlan 10,20,30,40,60,70 to instance 1, and

switches in a same MSTP area must have the same mapping

Ruijie(config-mst)#instance 2 vlan 50,80  ----- >map vlan 50,80 to instance 2, and switches in a same MSTP

area must have the same mapping
Ruijie(config-mst)#exit

Ruijie(config)#spanning-tree mst O priority 4096 ----- >By default , instance 0 exists ,and any other vlans that

haven't mapped to an instance are mapped to instance 0. SW2 is the secondary root bridge in instance 0
Ruijie(config)#spanning-tree mst 1 priority 4096----->SW?2 is the secondary root bridge in instance 1
Ruijie(config)#spanning-tree mst 2 priority 0 - >SW?2 is the root bridge in instance 2

Ruijie(config)#spanning-tree  ------ >enable STP feature

Configuring AP
Ruijie#config terminal
Ruijie(config)#interface aggregateport 1
Ruijie(config-if-AggregatePort 1)#switchport mode trunk
Ruijie(config-if-AggregatePort 1)#exit
Ruijie(config)#interface tengigabitEthernet 3/1
Ruijie(config-if-TenGigabitEthernet 3/1)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/1)#exit

Ruijie(config)#interface tengigabitEthernet 3/2
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Ruijie(config-if-TenGigabitEthernet 3/2)#port-group 1

Ruijie(config-if-TenGigabitEthernet 3/2)#exit

Ruijie(config)#interface range gigabitEthernet 1/1-5

Ruijie(config-if-range)#switchport mode trunk ~ ----- >don't forget to prune trunk port

Configuring VRRP
VRRP backup gateway of VLAN 10,20,30,40,60,70 is SW2 which is the backup bridge of instance 1

Ruijie(config)#vlan 10
Ruijie(config)#inter vian 10
Ruijie(config-if-VLAN 10)#ip address 192.168.10.2 255.255.255.0

Ruijie(config-if-VLAN 10)#vrrp 10 ip 192.168.10.254 - >vrrp group id=10, priority value remains
default setting(the bigger the number , the more likely the switch will be chosen as the master ,and default

value is 100) .

Ruijie(config-if-VLAN 10)#exit

Ruijie(config)#vlan 20
Ruijie(config)#inter vian 20
Ruijie(config-if-VLAN 20)#ip address 192.168.20.2 255.255.255.0

Ruijie(config-if-VLAN 20)#vrrp 20 ip 192.168.20.254 - >vrrp group id=20, priority value remains
default setting(the bigger the number , the more likely the switch will be chosen as the master ,and default

value is 100) .

Ruijie(config-if-VLAN 20)#exit

Ruijie(config)#vlan 50

Ruijie(config)#inter vian 50

Ruijie(config-if-VLAN 50)#ip address 192.168.50.2 255.255.255.0
Ruijie(config-if-VLAN 50)#vrrp 50 ip 192.168.50.254

Ruijie(config-if-VLAN 50)#vrrp 50 priority 120 - >vrrp group id=50, priority value =120(the

bigger the number , the more likely the switch will be chosen as the master ,and default value is 100)
Ruijie(config-if-VLAN 50)#exit

Ruijie(config)#vlan 80
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Ruijie(config)#inter vlan 80
Ruijie(config-if-VLAN 80)#ip address 192.168.80.2 255.255.255.0
Ruijie(config-if-VLAN 80)#vrrp 80 ip 192.168.80.254

Ruijie(config-if-VLAN 80)#vrrp 80 priority 120  -——-- >vrrp group id=80, priority value =120(the

bigger the number , the more likely the switch will be chosen as the master ,and default value is 100)

Ruijie(config-if-VLAN 80)#exit

Configuring SW11, SW12, S13, S14, S15, S16 :
Ruijie#config terminal
Ruijie(config)#interface range gigabitEthernet 0/25-26
Ruijie(config-if-range)#switchport mode trunk
Ruijie(config-if-range)#exit
Ruijie(config)#vlan range 10,20,30,40,50,60,70,80
Ruijie(config-vlan-range)#exit
Ruijie(config)#spanning-tree mst configuration
Ruijie(config-mst)#name ruijie
Ruijie(config-mst)#instance 1 vlan 10,20,30,40,60,70
Ruijie(config-mst)#instance 2 vlan 50,80
Ruijie(config-mst)#exit

Ruijie(config)#spanning-tree

Connectting cables and verifying status of MSTP and VRRP
1. This example displays that SW1 is the root bridge in instance 0 and 1, and SW2 is the root bridge in instance 2.
SW1:

RuijieSW1#show spanning-tree summary
Spanning tree enabled protocol mstp
MST 0 vlans map : 1-9, 11-19, 21-29, 31-39, 41-49, 51-59, 61-69, 71-79, 81-4094
Root ID Priority 0
Address 1414.4b5a.198c  ------ > MAC address of Root bridge in instance 0
this bridge is root
Hello Time 2sec Forward Delay 15 sec Max Age 20 sec
Bridge ID  Priority 0

Address 1414.4b5a.198¢c  ------ >local MAC address
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Hello Time 2sec Forward Delay 15 sec Max Age 20 sec

Interface Role Sts Cost Prio OperEdge Type
Agl Desg FWD 19000 128 False P2p
Gio/1 Desg FWD 20000 128 False P2p

MST 1 vlans map : 10, 20, 30, 40, 60, 70

Region Root Priority 0
Address 1414.4b5a.198¢c  ------ >MAC address of Root bridge in instance 1

this bridge is region root

Bridge ID  Priority 0

Address 1414.4b5a.198¢c - >local MAC address
Interface Role Sts Cost Prio OperEdge Type
Agl Desg FWD 19000 128 False P2p
Gio/1 Desg FWD 20000 128 False P2p

MST 2 vlans map : 50, 80

Region Root Priority 0
Address 1414.4b5a.18d4 - >MAC address of Root bridge in instance 2

this bridge is region root

Bridge ID  Priority 4096
Address 1414.4b5a.198c

Interface Role Sts Cost Prio OperEdge Type

Agl Root FWD 19000 128 False P2p

Gio/1 Desg FWD 20000 128 False P2p
SW2:

Ruijie##show spanning-tree summary

Spanning tree enabled protocol mstp
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MST 0 vlans map : 1-9, 11-19, 21-29, 31-39, 41-49, 51-59, 61-69, 71-79, 81-4094
Root ID Priority 0

Address 1414.4b5a.198c - >MAC address of Root bridge which is SW1 in instance

this bridge is root

Hello Time 2sec Forward Delay 15 sec Max Age 20 sec
Bridge ID  Priority 4096

Address 1414.4b5a.18d4 - >local MAC address

Hello Time 2sec Forward Delay 15 sec Max Age 20 sec

Interface Role Sts Cost Prio OperEdge Type
Agl Root FWD 19000 128 False P2p
Gi2/0/1 Desg FWD 20000 128 False P2p

MST 1 vlans map : 10, 20, 30, 40, 60, 70
Region Root Priority 0
Address 1414.4b5a.198¢c  ------ >MAC address of Root bridge in instance 1
this bridge is region root

Bridge ID  Priority 4096

Address 1414.4b5a.18d4  ------ >local MAC address
Interface Role Sts Cost Prio OperEdge Type
Agl Root FWD 19000 128 False P2p
Gi2/0/1 Desg FWD 20000 128 False P2p

MST 2 vlans map : 50, 80
Region Root Priority 0
Address 1414.4b5a.18d4 - >MAC address of Root bridge in instance 2
this bridge is region root
Bridge ID  Priority 0

Address 1414.4b5a.18d4  ------ >local MAC address
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Interface Role Sts Cost Prio OperEdge Type

Agl Desg FWD 19000 128 False P2p

Gi2/0/1 Desg FWD 20000 128 False P2p

2. This example displays that SW1 is the master on vlan 10,20,30,40,60 and 70 , and the backup on vlan 50 and 80.
SW2 is the master on vlan 50 and 80, and the backup on vlan 10,20,30,40,60 and 70.

SW1.:

Ruijie#tshow vrrp brief

Interface Grp Pri  timer Own Pre State Master addr
Group addr
VLAN 10 10 120 3.53 - P Master 192.168.10.1

192.168.10.254

VLAN 20 20 120 3.53 = P Master 192.168.20.1
192.168.20.254

VLAN 30 30 120 3.53 = P Master 192.168.30.1
192.168.30.254

VLAN 40 40 120 3.53 = P Master 192.168.40.1
192.168.40.254

VLAN 50 50 100 3.60 = P Backup 192.168.50.2
192.168.50.254

VLAN 60 60 120 3.53 - P Master 192.168.60.1
192.168.60.254

VLAN 70 70 120 3.53 = P Master 192.168.70.1
192.168.70.254
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VLAN 80 80 100 3.60 - P Backup 192.168.80.2
192.168.80.254

SW2:

RuijieSW2#show vrrp brief

Interface Grp Pri timer Own Pre State Master addr
Group addr
VLAN 10 10 100 3.60 - P Backup 192.168.10.1

192.168.10.254

VLAN 20 20 100 3.60 = P Backup 192.168.20.1
192.168.20.254

VLAN 30 30 100 3.60 = P Backup 192.168.30.1
192.168.30.254

VLAN 40 40 100 3.60 = P Backup 192.168.40.1
192.168.40.254

VLAN 50 50 120 3.53 = P Master 192.168.50.2
192.168.50.254

VLAN 60 60 100 3.60 = P Backup 192.168.60.1
192.168.60.254

VLAN 70 70 100 3.60 = P Backup 192.168.70.1
192.168.70.254

VLAN 80 80 120 3.53 = P Master 192.168.80.2
192.168.80.254
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3. This exmaple displays how to verify root bridge on access switches and whether MSTP has blocked some ports to
prevent a loop.

Ruijie#'show spanning-tree summary
Spanning tree enabled protocol mstp
MST 0 vlans map : 1-9, 11-19, 21-29, 31-39, 41-49, 51-59, 61-69, 71-79, 81-4094
Root ID Priority 0
Address 1414.4b5a.198c
this bridge is root

Hello Time 2sec Forward Delay 15 sec Max Age 20 sec

Bridge ID  Priority 32768
Address 00l1a.a9c4.05f2

Hello Time 2sec Forward Delay 15 sec Max Age 20 sec

Interface Role Sts Cost Prio Type OperEdge
Gi0/24 Altn BLK 20000 128 P2p False = - >one Blocked port
Gi0/23 Root FWD 20000 128 P2p False = - >one Root port

MST 1 vlans map : 10, 20, 30, 40, 60, 70
Region Root Priority 0
Address 1414.4b5a.198¢c  ------ >MAC address of Root bridge which is SW1 in instance 1
this bridge is region root
Bridge ID  Priority 32768

Address 001a.a9c4.05f2

Interface Role Sts Cost Prio Type OperEdge
Gi0/24 Altn BLK 20000 128 P2p False @ - >one Blocked port
Gi0/23 Root FWD 20000 128 P2p False @ - >one Root port

MST 2 vlans map : 50, 80

Region Root Priority 0
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Address 1414.4b5a.18d4

instance 2

this bridge is region root

Configuration Guide

------ >MAC address of Root bridge which is SW2 in

Type OperEdge

Bridge ID  Priority 32768
Address 001a.a9c4.05f2
Interface Role Sts Cost Prio
Gi0/24 Root FWD 20000 128
Gi0/23 Altn BLK 20000 128 P2p

P2p

False - >one Blocked port

False - >one Root port

When you connect Ruijie switch to other vendors, pay attention to spanning-tree compatibility:

1. When you connect Ruijie to Cisco, you must double confirm whether Cisco firmware supports standard MSTP. So
far, Cisco switch with firmware 12.25(SE) and above supports standard MSTP , but any other older firmware

doesn't

,s0 the old firmware that runs nonstandard MSTP has capatibility issue .So you must upgrade switch to

version 12.25(SE) and above.If Cisco switch is too old to upgrade to version 12.25(SE) and above, you can disable

STP and enable BPDU bridge mode to bypass all bpdu packets.To enable BPDU bridge mode, perform this task:

Ruijie(config)#no spanning-tree

Ruijie(config)#bridge-frame forwarding protocol bpdu

2. We suggest you to configure completely the same MSTP name , revision , instance mapping when you enable MSTP
on Ruijie and other vendors switch to prevent STP compatibility issue. You can also enable RSTP because RSTP

has better compatibility.

2.8.3.4  Configuring Spanning tree optimization

I. Network Topology
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'Aﬂ Ten3/1,Tend/1 : 9‘2"
, MSTP+VRRP A

VLAN 30 VLAN 80

2.8.3.5  Verifying MSTP+VRRP

I. Network Topology

Ten3Tenarn 92"
MSTP+VRRP

VLAN 20 VLAN §0 VAN SO

2.8.4  ARP Spoofing Protection

Overview

ARP (Address Resolution Protocol) provides IP communication within a Layer 2 broadcast domain by mapping an IP
address to a MAC address. For example, host B wants to send information to host A but does not have the MAC address of
host A in its ARP cache. In ARP terms, host B is the sender and host A is the target.
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To get the MAC address of host A, host B generates a broadcast message for all hosts within the broadcast domain to obtain
the MAC address associated with the IP address of host A. All hosts within the broadcast domain receive the ARP request,

and host A responds with its MAC address.

ARP request

IP:192.168.0.1 IP:192.168.0.2
MAC:00d0.f200.0001 MAC:00d0.f200.0002

1 Address Type

FE-P-EaR-52 dipnanic

Feature

ARRP itself does not check the validity of incoming ARP packets, a drawback of ARP. In this way, attackers can launch ARP
spoofing attacks easily by exploiting the drawback of the protocol. The most typical one is the man in the middle attack,

which is described as follows:

C
- (IPC, MACC)

A B
(IPA, MACA) (IPB, MACE)



As shown in the diagram, devices A, B and C are connected to Ruijie device and located in the same subnet. Their IP and
MAC addresses are respectively represented by (IPA, MACA), (IPB, MACB) and (IPC, MACC). When device A needs to
communicate with device B in the network layer, device A broadcasts an ARP request in the subnet to query the MAC value
of device B. Upon receiving this ARP request packet, device B updates its ARP buffer using IPA and MACA, and sends an
ARP response. Upon receiving this response, device A updates its ARP buffer using IPB and MACB.

With this model, device C will cause the corresponding relationship of ARP entries in device A and device B incorrect. The
policy is to broadcast ARP response to the network continuously. The IP address in this response is IPA/IPB, and the MAC
address is MACC. Then, ARP entries (IPB and MACC) will exist in device A, and ARP entries (IPA and MACC) exist in
device B. Communication between device A and device B is changed to communication with device C, which is unknown to
devices A and B. Device C acts as an intermediary and it just modifies the received packets appropriately and forwards to
another device. This is the well-known man in the middle attack.

2.8.4.1  Scenario of static IP address assignment

Scenario

Port IP&RMAC binding + ARP-check: In a network without 802.1x authentication, you can manually bind IP&MAC address
of users to a security entry on each port on a switch and enable ARP-check feature globablly to prevent ARP spoofing.Users
connected to a switch port can pass through the port verification and have access to network only when IP&MAC address of
the users are totally the same to the security entry on the port.

Merit:  This is a very strict method to control all users in your network and switches verify each ARP packet in hardware
without consuming CPU resource

Demerit:  You must collect IP&MAC address of each users and the port numbers to which every users connect on each
switch, so this method cost you plenty of time to collect information and configure switches and it is also not flexible if users
move their physical location very often.

I. Requirements
Administrator assign IP address to users manually, and configure "port-security + ARP-check" method on switches to defend

against ARP spoofing.

Il. Network Topology
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Core switch

@ Access switch

IIl. Configuration Tips

1. You must enable port-security on port connected to users, not uplink port
2. You must enable ARP-check on port connected to users, not uplink port

IV. Configuration Steps

Configuring core switch:
Assign IP address to vlan 10 which is user gateway

Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.1.254 255.255.255.0
Ruijie(config-if-VLAN 10)#end

Ruijie#twr

Configuring access switch:
Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#interface fastEthernet 0/1

Configuration Guide

Ruijie(config-if-FastEthernet 0/1)#switchport port-security binding 0021.CCCF.6F70 vlan 10 192.168.1.1
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------ > bind static IP address 192.168.1.1 and MAC address 0021.CCCF.6F70 on VLAN 10 to security entry on

FO/1
Ruijie(config-if-FastEthernet 0/1)#switchport port-security =~ ------ >enable port-security
Ruijie(config-if-FastEthernet O/1)#arp-check - >enable arp-check

Ruijie(config-if-FastEthernet 0/1)#exit

Ruijie(config)#interfac fastEthernet 0/2
Ruijie(config-if-FastEthernet 0/2)# switchport port-security binding 0023.5abd.1975 vlan 10 192.168.1.2

------ >bind static IP address 192.168.1.2 and MAC address 0023.5abd.1975 on VLAN 10 to security entry

on F0/2

Ruijie(config-if-FastEthernet 0/2)#switchport port-security ~— ------ >enable port-security
Ruijie(config-if-FastEthernet 0/2)#arp-check - >enable arp-check
Ruijie#twrite

Ruijie(config)#interfac fastEthernet 0/3
Ruijie(config-if-FastEthernet 0/3)# switchport port-security binding 192.168.1.3

------ >you can also bind onlly static IP address 192.168.1.3 to security entry on FO/3 in order to be more

flexible but lower security
Ruijie(config-if-FastEthernet 0/3)#switchport port-security
Ruijie(config-if-FastEthernet 0/3)#arp-check

Ruijie#twrite

V. Verification

1) How to display security entry on each port
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Scenario

Global IP&MAC binding+ ARP-check: In a network without 802.1x authentication, you can manually bind IP&MAC
address of users to global security table on a switch and enable ARP-check feature globablly to prevent ARP spoofing.Users
connected to a switch port can pass through the global verification and have access to network only when IP&MAC address
of the users are totally the same to the global security table on the switch

Merit: This is a less strict method to control all users in your network than solution 1, and switches verify each ARP packet in
hardware without consuming CPU resource

Demerit:  You must collect IP&MAC address of each users on each switch, so this method cost you plenty of time to collect

information and configure switches.

I. Requirements

Administrator assign static IP address to users, and configures "port-security + ARP-check" method on switches to prevent
ARP spoofing

Il. Network Topology

o,
- Rdine

Core switch

Access switch

lIl. Configuration Tips

1. Bind IP&MAC address of users to global security table
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2. Configure uplink port as trusted port on which all packets can pass through without validation
3. Enable address-bind feature globally
4. Enable arp-check feature globally

IV. Configuration Steps

Configuring core switch:
Manually assign IP address to Vlan 10 which is user gateway

Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.1.254 255.255.255.0
Ruijie(config-if-VLAN 10)#end

Ruijie#twr

Configuring access switch:
Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#address-bind 192.168.1.1 0021.cccf.6f70 ------ >bind IP 192.168.1.1 and MAC address
0021.cccf.6f70 to global security table

Ruijie(config)#address-bind 192.168.1.2 0023.5abd.1975 ------ >bind IP 192.168.1.2 and MAC address
0023.5abd.1975 to global security table

Ruijie(config)#address-bind uplink gigabitEthernet 0/25  ------ >configure uplink port G0/25 as trusted port on
which all packets can pass through without validation

Ruijie(config)#address-bind install ------ >enable address-bind
Ruijie(config)#interface range fastEthernet 0/1-2
Ruijie(config-if-range)#arp-check ------ >enable arp-check
Ruijie(config-if-range)#end

Ruijie#write

Note:
If users want to use IPv6 address to visit network, you must enable IPv6 capatible mode on switch that have address-
bind enabled. Perform this task:

Ruijie(config)#address-bind ipv6-mode ?

compatible IPV6 compatible mode ------ >campatible mode ,allow binding users to visit network via IPv6
address

loose IPV6 loose mode - >loose mode , allow all IPv6 users to visit network
unlimitedly
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strict IPV6 strict mode (default: strict)------ >strict mode , even binding users can't visit network

via IPv6 address, this is the default mode

Ruijie(config)#address-bind ipv6-mode compatible

V. Verification

1. How to display global security table

Eul jieftshow =
Forts

Scenario

802.1X authentication+ ARP-check: In a network that have 802.1x authentication enabled,users must be running 802.1X-
compliant client software ,such as Ruijie supplicant SU and SA . Switch collects IP&RMAC address when communicates with

802.1X-compliant client software and write these information into global security table. ARP-check validate each users based
on thie global security table to prevent ARP spoofing.

Merit: This is the simplest method for you to configure switch and maintenance
Demerit : You must build your network with Ruijie 802.1X-compliant client software SU/SA and a Radius Server (for

example ,Ruijie SAM), and it consumes more hardware resource because it costs switch one more security entry in
hardware when a user pass the authentication .

I. Requirements



S86E Implementation Cookbook V1.1 Configuration Guide

Administrator assigns static IP address to user and enable 802.1x authentication through the overall network with Ruijie
SU/SA and SAM to prevent ARP spoofing.

Il. Network Topology

IP= 192.168.33.244/24
GW:= 192.168.33.1/24
GO/25

. P: 192.168.33.161
Access switch ' GW: 192.168.33.1

pc1 N § PC2
IP:  192.168.33.162 P 192.168.33.163
MAC: 0021.CCCF.6FT0 MAC: 0013.29¢4.062f
GW: 192.168.33.1 GW: 192.168.33.1

Ill. Configuration Tips

1. Enable basic dotlx authentication function on access switch
2. Modify authorization mode to "supplicant mode"
3. Enable arp-check on port connected to users

IV. Configuration Steps

Configuring access switch

1) Configure dot1x authentication on switch

For complete information about 802.1x configuration ,see switch configuration guide , such as {RG-S8600E Series
Switches RGOS Configuration Guide)

2) Configure authorization mode in "supplicant mode"
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Ruijie(config)#aaa authorization ip-auth-mode supplicant

Note: If users want to use IPv6 address to visit network, you must enable IPv6 capatible mode on switch that have
address-bind enabled. Perform this task:

Ruijie(config)#address-bind ipv6-mode ?

compatible IPV6 compatible mode ------ >campatible mode ,allow binding users to visit network via IPv6
address

loose IPV6 loose mode - >loose mode, allow all IPv6 users to visit network
unlimitedly

strict IPV6 strict mode (default: strict)------ >strict mode , even binding users can't visit network

via IPv6 address, this is the default mode

Ruijie(config)#address-bind ipv6-mode compatible

3) Enable arp-check
Ruijie(config)#interface range g0/1-2
Ruijie(config-if-range)#arp-check
Ruijie(config-if-range)#end

Ruijie#twrite

V. Verification

Ruijie(config)#show interfaces gigabitEthernet 0/1 arp-check list

2.8.4.2 Scenario of dynamic IP address assignment(DHCP)

Scenario

DHCP Snooping with ARP-check:This solution can prevents ARP spoofing in the network in which DHCP server assign IP
address to users .You can also enable 802.1x authentication or web authentication or you can disable any authentications in
your network.

Merit: Very simple configuration and easy maintenance.

Demerit: DHCP snooping and ARP-check are enforced in hardware , so this method is is not applied if there are insufficient
hardware resources available on switch.How many users the switch can carry depend on its specification.

When switch hardware recources are insufficient , system returns the following syslog :
%SECURITY-3-TCAM_RESOURCE_LIMIT: TCAM resource is temporary not available.


nyf://entry/?itemid=3
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I. Requirements

DHCP server assigns IP address to users ,and administrator uses "DHCP Snooping with ARP-check" to prevent ARP
spoofing.

Il. Network Topology

@ Core switch

Ill. Configuration Tips

1. Core switch acts as DHCP server
2. Enable DHCP Snooping on access switch and configure uplink port as DHCP Snooping trusted port.
3. Enable ARP-check on ports connected to user

IV. Configuration Steps

Configuring core switch:
1. Enable DHCP service

Ruijie(config)#service dhcp

2. Manually Assign IP address to vlan 1 which is user gateway

Ruijie(config)#interface vian 1
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Ruijie(config-if-VLAN 1)#ip address 192.168.1.254 255.255.255.0

Ruijie(config-if-VLAN 1)#exit

3. Create DHCP IP address pool

Ruijie(config)#ip dhcp pool vianl

Ruijie(dhcp-config)#network 192.168.1.0 255.255.255.0 ~  ----- >network subnet
Ruijie(dhcp-config)#dns-server 218.85.157.99 - >DNS Server
Ruijie(dhcp-config)#default-router 192.168.1.254 - >specify user gateway

Ruijie(dhcp-config)#end

Ruijie#twr

Configuring access switch:
1. Enable DHCP Snooping

Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#ip dhcp snooping

2. Configure the port connected to DHCP server as DHCP Snooping trusted port.
Ruijie(config)#interface gigabitEthernet 0/49

Ruijie(config-GigabitEthernet 0/49)#ip dhcp snooping trust ~ ------ >By default , all ports are DHCP Snooping
untrusted port. Only trusted port can forward DHCP Offer and Ack packets

Note:
If users want to use IPv6 address to visit network, you must enable IPv6 capatible mode on switch that have address-
bind enabled. Perform this task

Ruijie(config)#address-bind ipv6-mode ?

compatible IPV6 compatible mode ------ >campatible mode ,allow binding users to visit network via IPv6
address

loose IPV6 loose mode - >loose mode , allow all IPv6 users to visit network
unlimitedly

strict IPV6 strict mode (default: strict)------ >strict mode , even binding users can't visit network

via IPv6 address, this is the default mode

Ruijie(config)#address-bind ipv6-mode compatible

3. Enable arp-check
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Ruijie(config)#interface range fastEthernet 0/1-2

Ruijie(config-if-range)#arp-check

V. Verification

Type

2 mins Automatic
butomatic

2. How to display NIC information on a station, click " Start -> Run -> cmd -> ipconfig/all "
Ethernet adapter

Connection—specific DHS Suffix
Descrdption . . - . - . . . .
Phyzical Addres=s. . . . .
DHCF Enabled. . . . . . .
Autoconf iguration Enabled
Link-local IPve Address .
IPv4 Address. .

Subnet Mask . .

Lease Obtained.

Leazse Expires .

Default Gateway

DHCP Server . .

DHCPvE IAID . . . .

LN Gigabit Network Connection
—BEF-"T0

d(Preferred>

DHCPub Client DUID. 1-18-RE-Q5—5E-B0-7

DNS Servers . . . . =0, 167.5
MetBIOS over Tcpip. Enahled

VLAN Interface

]
oy 0g

4. How to display ARP-Check table



Scenario

DHCP Snooping with DAI(Dynamic ARP inspection): This solution can prevents ARP spoofing in the network in which
DHCP server assign IP address to users .You can also enable 802.1x authentication or web authentication or you can
disable any authentications in your network.

Merit: Very simple configuration and easy maintenance. DAl is enfored in CPU, but ARP-check is enforced in hardware.

Demerit: When a access switch carries more than 50 users, we recommend you to use solution 1 in case CPU resources is
insufficient.

I. Requirements

DHCP server assigns IP address to users ,and administrator uses "DHCP Snooping with DAI" to prevent ARP spoofing.

Il. Network Topology

_\\.:'w'_ -
N
v Core switch

Access switch




[ll. Configuration Tips

1. Core switch acts as DHCP server

2. Enable DHCP Snooping on access switch and configure uplink port as DHCP Snooping trusted port.
3. Enable DAI on access switch and configure uplink port as DAI trusted port.

4. Fine tune CPP and NFPP parameters and prune trunk port

IV. Configuration Steps

Configuring core switch:
1. Enable DHCP service

Ruijie(config)#service dhcp

2. Manually Assign IP address to vlan 1 which is user gateway
Ruijie(config)#interface vlan 1
Ruijie(config-if-VLAN 1)#ip address 192.168.1.254 255.255.255.0

Ruijie(config-if-VLAN 1)#exit

3. Create DHCP IP address pool

Ruijie(config)#ip dhcp pool vianl

Ruijie(dhcp-config)#network 192.168.1.0 255.255.255.0 - >network segment
Ruijie(dhcp-config)#dns-server 218.85.157.99 - >DNS server
Ruijie(dhcp-config)#default-router 192.168.1.254 - >specify user gateway

Ruijie(dhcp-config)#end

Ruijie#twr

Configuring access switch:
1. Enable DHCP Snooping

Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#ip dhcp snooping

2. Configure the port connected to DHCP server as DHCP Snooping trusted port
Ruijie(config)#interface gigabitEthernet 0/49

Ruijie(config-GigabitEthernet 0/49)#ip dhcp snooping trust ~ ------ >By default , all ports are DHCP snooping
untrust ports. Only trusted port can forward DHCP Offer and Ack packets



3. Enable DAlin VLAN 1

Ruijie(config)#ip arp inspectionvlan1 - >DAl inspects VLAN 1

4 . Configure the uplink port as DAI trusted port
Ruijie(config)#int gigabitEthernet 0/25

Ruijie(config-if-GigabitEthernet 0/25)#ip arp inspection trust

Configuring DAI optimization (Mandatory)

When DAl is enabled, switch forwards all ARP packets to CPU to validate, and you must configure the following
optimization.

1. Prune trunk port on uplink port on access switch

This example shows how to prune trunk port G0/25 and this port can carry traffic for VLAN 1 and VLAN 9 only:

Ruijie(config-if-GigabitEthernet 0/25)#switchport trunk allowed vian remove 2-8,10-4094

For complete information, see Initialization --->Configuring a Layer 2 Port ---> Access or Trunk port

2. Disable NFPP on the uplink port on access switch, otherwise if the number of ARP packets sent from Core
switch to access switch exceeds the default NFPP rate-limit threshold, NFPP will drop the exceeding arp
packets which would be users'

Ruijie(config)#int g0/25
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp arp-guard enable
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp dhcp-guard enable
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp dhcpv6-guard enable
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp icmp-guard enable
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp ip-guard enable
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp nd-guard enable
Ruijie(config-if-GigabitEthernet 0/25)#exit

Ruijie(config)#

3. Increase CPP arp rate-limit threshold to 500PPS (180PPS by default) in case that CPP drops the exceeding
packets.

Ruijie(config)#cpu-protect type arp pps 500

V. Verification
1. How to display DAI status



Buljie#tsho ip arp ins
V1an Confi i

nooping

nooplng

Scenario

802.1X authentication with ARP-check: In a network that have 802.1x authentication enabled,users must be running
802.1X-compliant client software ,such as Ruijie supplicant SU and SA and DHCP server assigns |P address to users before

authentication.

Merit: This is the simplest method for you to configure switch and maintenance

Demerit : You must build your network with Ruijie 802.1X-compliant client software SU/SA and a Radius Server (for
example ,Ruijie SAM), and it consumes more hardware resource because it costs switch one more security entry in
hardware when a user pass the authentication .In addition , you must configure a global security tunnel to bypass DHCP
packets because users must acquire IP address before 802.1X authentication

I. Requirements
DHCP Server assigns IP address to users ,then administrator uses "802.1X authentication+ ARP-check" to prevent ARP

spoofing.

Il. Network Topology
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il -

IP: 192.168.33.244/24
GW: 192.168.33.1/24

G025

P: 192.168.33.161

access switch GW: 192.168.33.1

(<]

- iy Py~

IP: 192.168.33.162 IP: 192.168.33.153
MAC: 0021.CCCF.6FT0 MAC: 001a.a9c4.062f
GW: 192.168.33.1 GW: 192.168.33.1

IIl. Configuration Tips

1. Enable basic dotlx authentication on access switch

2. Configure a global security tunnel to bypass DHCP packets
3. Modify authorization mode to "supplicant mode"

4. Enable arp-check on port connected to users

IV. Configuration Steps

Configuring access switch
1. Configure dotlx authentication on switch

Configuration Guide

For complete information about 802.1x configuration ,see switch configuration guide , such as {RG-S8600E Series

Switches RGOS Configuration Guide)

2. Configure a global security tunnel to bypass DHCP packets

Ruijie(config)#expert access-list extended dhcp

Ruijie(config-exp-nacl)#permit udp any any any any eq bootps ------ >bypass DHCP packets

Ruijie(config-exp-nacl)#

Ruijie(config)#security global access-group dhcp

3. Modify authorization mode to "supplicant mode"
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Ruijie(config)#aaa authorization ip-auth-mode supplicant

Note:
If users want to use IPv6 address to visit network, you must enable IPv6 capatible mode on switch that have address-
bind enabled. Perform this task:

Ruijie(config)#address-bind ipv6-mode ?

compatible IPV6 compatible mode ------ >campatible mode ,allow binding users to visit network via IPv6
address

loose IPV6 loose mode - >loose mode , allow all IPv6 users to visit network
unlimitedly

strict IPV6 strict mode (default: strict)------ >strict mode , even binding users can't visit network

via IPv6 address, this is the default mode

Ruijie(config)#address-bind ipv6-mode compatible

4. Enable arp-check
Ruijie(config)#interface range g0/1-2
Ruijie(config-if-range)#arp-check
Ruijie(config-if-range)#end

Ruijie#twrite

V. Verification

Ruijie(config)#show interfaces gigabitEthernet 0/1 arp-check list

2.8.5 VSD

Scenario

As the data center network expands, the service type is varied, and network management becomes more complicated,
higher requirements are raised on service isolation, safety, and reliability of the network. With the rapid development of
hardware and maturity of the multi-frame, clustered, and distributed routing and switching system, the service processing
capability of a single physical network device has reached a new level. It is urgent to make full use of the powerful service
processing capability of a single physical device, adapt to the current service requirements, and realize smooth evolution of
future expansion. Network device virtualization is a perfect method. It provides an easier virtualization means for network
users. It is not limited to specific services or channels but serves to provide virtualization of the entire device.

Function Overview

The Virtual Switch Device (VSD) is a network system virtualization technology which divides a physical device into multiple
logical devices. Each logical device is called a VSD. Each VSD has independent hardware and software resources, including
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independent interface resources, CPU resources, independently-maintained routing table and forwarding table, and its own

administrator and configuration file. For users, each VSD is an independent device.

By VSDx technology, a physical device can be virtualized to multiple logical devices, as shown in the following figure. A
physical device can carry multiple network nodes in the logical topology to maximize utilization of available resources and
reduce network operation costs. Different VSs can be deployed with different services to isolate services from failures,

improving safety and reliability of the network.

Physical Switc

VSD 1

VsSh 2

Luyer 1 Frotpcoly

OI?I

VSD Management

Out-of-band management is management through the mgmt interface. Inband management is management through an

Ethernet physical interface.

Physical Device

| I
| VSDO VSD1 VSD2 :
a 4] - In
| I
i £ |
I

| 10.1.1.10 10:4:4.20 104130,
I— —_— — — —— T —" SR — W — W— — . S—— e— J

Mgmt-eth
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Syslog Server Syslog Server
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R R Physical Device

VSD1 VSD2

Eth 11 Eth 31

R s i s e G il s s Tt

vy ¥

Syslog Server Syslog Server Syslog Server

I. Requirements

To carry multiple users on a network device, isolate management, simplify operation and maintenance, and isolate services,
a network device with good performance is virtualized to multiple logical devices, making full use of device resources and
ensuring strong scalability of the network. Services of virtual devices are managed independently of each other.

Il. Network Topology

Area A Area B Area C
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[ll. Configuration Tips
Install a VSD license.
Ruijie# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Ruijie(config)# license install usb0:/LIC-VSD00000002328406.lic----> VSD function need license

Success to install license file, service name: LIC-N18000-VSD.

Create VSD A.
Ruijie# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Ruijie(config)# vsd VSDA
Ruijie(config-vsd)# allocate int gi 1/1
Moving ports will cause all config associated to them in source vsd to be removed. Are you sure
to move the ports? [yes] yes
Entire port-group is not present in the command. Missing ports will be included automatically
Ruijie(config-vsd)#
Create VSD B.
Ruijie# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Ruijie(config)# vsd VSDB
Ruijie(config-vsd)# allocate int gi 2/1
Moving ports will cause all config associated to them in source vsd to be removed. Are you sure
to move the ports? [yes] yes
Entire port-group is not present in the command. Missing ports will be included automatically

Ruijie(config-vsd)#

Create VSD C.
Ruijie# configure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Ruijie(config)# vsd VSDC
Ruijie(config-vsd)# allocate int gi 3/1

Moving ports will cause all config associated to them in source vsd to be removed. Are you sure
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to move the ports? [yes] yes

Entire port-group is not present in the command. Missing ports will be included automatically
Ruijie(config-vsd)#

Manage VSDs.

Configure VSD functions based on actual service planning requirements. (Omitted)

IV. Configuration Steps

Install a VSD license.
Create VSD A.

V. Verification
View division details of line cards on the VSD interface.

Ruijie-N18K#show vsd all

vsd_id: O

vsd_name: Ruijie

vsd mac address: 00d0.f876.9888

interface:

interface:

GigabitEthernet 4/1 GigabitEthernet 4/2
GigabitEthernet 4/3 GigabitEthernet 4/4
GigabitEthernet 4/5 GigabitEthernet 4/6
GigabitEthernet 4/7 GigabitEthernet 4/8
GigabitEthernet 4/9 GigabitEthernet 4/10
GigabitEthernet 4/11 GigabitEthernet 4/12
GigabitEthernet 4/13 GigabitEthernet 4/14
GigabitEthernet 4/15 GigabitEthernet 4/16
GigabitEthernet 4/17 GigabitEthernet 4/18
GigabitEthernet 4/19 GigabitEthernet 4/20
GigabitEthernet 4/21 GigabitEthernet 4/22
GigabitEthernet 4/23 GigabitEthernet 4/24
GigabitEthernet 4/25 GigabitEthernet 4/26
GigabitEthernet 4/27 GigabitEthernet 4/28
GigabitEthernet 4/29 GigabitEthernet 4/30
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GigabitEthernet 4/31
GigabitEthernet 4/33
GigabitEthernet 4/35
GigabitEthernet 4/37
GigabitEthernet 4/39
GigabitEthernet 4/41
GigabitEthernet 4/43
GigabitEthernet 4/45
GigabitEthernet 4/47
slot:

slot 4

vsd_id: 1

vsd_name: VSDA

vsd mac address: 00d0.f876.988a

interface:
GigabitEthernet 1/1
GigabitEthernet 1/3
GigabitEthernet 1/5
GigabitEthernet 1/7
GigabitEthernet 1/9
GigabitEthernet 1/11
GigabitEthernet 1/13
GigabitEthernet 1/15
GigabitEthernet 1/17
GigabitEthernet 1/19
GigabitEthernet 1/21
GigabitEthernet 1/23
GigabitEthernet 1/25
GigabitEthernet 1/27
GigabitEthernet 1/29
GigabitEthernet 1/31

GigabitEthernet 1/33

GigabitEthernet 4/32
GigabitEthernet 4/34
GigabitEthernet 4/36
GigabitEthernet 4/38
GigabitEthernet 4/40
GigabitEthernet 4/42
GigabitEthernet 4/44
GigabitEthernet 4/46

GigabitEthernet 4/48

GigabitEthernet 1/2

GigabitEthernet 1/4

GigabitEthernet 1/6

GigabitEthernet 1/8

GigabitEthernet 1/10
GigabitEthernet 1/12
GigabitEthernet 1/14
GigabitEthernet 1/16
GigabitEthernet 1/18
GigabitEthernet 1/20
GigabitEthernet 1/22
GigabitEthernet 1/24
GigabitEthernet 1/26
GigabitEthernet 1/28
GigabitEthernet 1/30
GigabitEthernet 1/32

GigabitEthernet 1/34
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GigabitEthernet 1/35
GigabitEthernet 1/37
GigabitEthernet 1/39
GigabitEthernet 1/41
GigabitEthernet 1/43
GigabitEthernet 1/45
GigabitEthernet 1/47
slot:

slot 1

vsd_id: 2

vsd_name: VSDB

vsd mac address: 00d0.f876.988¢c

interface:
GigabitEthernet 2/1
GigabitEthernet 2/3
GigabitEthernet 2/5
GigabitEthernet 2/7
GigabitEthernet 2/9
GigabitEthernet 2/11
GigabitEthernet 2/13
GigabitEthernet 2/15
GigabitEthernet 2/17
GigabitEthernet 2/19
GigabitEthernet 2/21
GigabitEthernet 2/23
GigabitEthernet 2/25
GigabitEthernet 2/27
GigabitEthernet 2/29
GigabitEthernet 2/31
GigabitEthernet 2/33
GigabitEthernet 2/35

GigabitEthernet 2/37

GigabitEthernet 1/36
GigabitEthernet 1/38
GigabitEthernet 1/40
GigabitEthernet 1/42
GigabitEthernet 1/44
GigabitEthernet 1/46

GigabitEthernet 1/48

GigabitEthernet 2/2

GigabitEthernet 2/4

GigabitEthernet 2/6

GigabitEthernet 2/8

GigabitEthernet 2/10
GigabitEthernet 2/12
GigabitEthernet 2/14
GigabitEthernet 2/16
GigabitEthernet 2/18
GigabitEthernet 2/20
GigabitEthernet 2/22
GigabitEthernet 2/24
GigabitEthernet 2/26
GigabitEthernet 2/28
GigabitEthernet 2/30
GigabitEthernet 2/32
GigabitEthernet 2/34
GigabitEthernet 2/36

GigabitEthernet 2/38
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GigabitEthernet 2/39
GigabitEthernet 2/41
GigabitEthernet 2/43
GigabitEthernet 2/45
GigabitEthernet 2/47
slot:

slot 2

vsd_id: 3

vsd_name: VSDC

vsd mac address: 00d0.f876.988d

interface:
GigabitEthernet 3/1
GigabitEthernet 3/3
GigabitEthernet 3/5
GigabitEthernet 3/7
GigabitEthernet 3/9
GigabitEthernet 3/11
GigabitEthernet 3/13
GigabitEthernet 3/15
GigabitEthernet 3/17
GigabitEthernet 3/19
GigabitEthernet 3/21
GigabitEthernet 3/23
GigabitEthernet 3/25
GigabitEthernet 3/27
GigabitEthernet 3/29
GigabitEthernet 3/31
GigabitEthernet 3/33
GigabitEthernet 3/35
GigabitEthernet 3/37
GigabitEthernet 3/39

GigabitEthernet 3/41

GigabitEthernet 2/40
GigabitEthernet 2/42
GigabitEthernet 2/44
GigabitEthernet 2/46

GigabitEthernet 2/48

GigabitEthernet 3/2

GigabitEthernet 3/4

GigabitEthernet 3/6

GigabitEthernet 3/8

GigabitEthernet 3/10
GigabitEthernet 3/12
GigabitEthernet 3/14
GigabitEthernet 3/16
GigabitEthernet 3/18
GigabitEthernet 3/20
GigabitEthernet 3/22
GigabitEthernet 3/24
GigabitEthernet 3/26
GigabitEthernet 3/28
GigabitEthernet 3/30
GigabitEthernet 3/32
GigabitEthernet 3/34
GigabitEthernet 3/36
GigabitEthernet 3/38
GigabitEthernet 3/40

GigabitEthernet 3/42
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GigabitEthernet 3/43 GigabitEthernet 3/44
GigabitEthernet 3/45 GigabitEthernet 3/46
GigabitEthernet 3/47 GigabitEthernet 3/48
slot:

slot 3

Verify VSD login and management modes.

Ruijie# switchto vsd VSDA

Ruijie General Operating System Software
Copyright (c) 1998-2013s by Ruijie Networks.
All Rights Reserved.

Neither Decompiling Nor Reverse Engineering Shall Be Allowed.

Ruijie-VSDA> enable

Ruijie-VSDA#conf

Enter configuration commands, one per line. End with CNTL/Z.
Ruijie-VSDA(config)#int mgmt O

Ruijie-VSDA(config-if-Mgmt 0)#ip address 10.1.1.10 255.255.255.0
Ruijie-VSDA(config-if-Mgmt 0)#end

Ruijie-VSDA#switchback

Ruijie# switchto vsd VSDB

Fkddkkkhkkddkkkkhkkhkkkhkkkkkkkkhrkkkhhkhhkkkkhk

Ruijie General Operating System Software
Copyright (c) 1998-2013s by Ruijie Networks.
All Rights Reserved.

Neither Decompiling Nor Reverse Engineering Shall Be Allowed.

Fkddkkkhkkhhkkddkkkhkkhhkkkhkkkkkkhhrkkhhrkrrkk

Ruijie-VSDB> enable

Ruijie-VSDB#conf
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Enter configuration commands, one per line. End with CNTL/Z.
Ruijie-VSDB(config)#int mgm

Ruijie-VSDB(config)#int mgmt O

Ruijie-VSDB(config-if-Mgmt 0)#ip address 10.1.1.20 255.255.255.0
Ruijie-VSDB(config-if-Mgmt 0)#end

Ruijie-VSDB#switchback

Ruijie# switchto vsd VSDC

Ruijie General Operating System Software
Copyright (c) 1998-2013s by Ruijie Networks.
All Rights Reserved.

Neither Decompiling Nor Reverse Engineering Shall Be Allowed.

Ruijie-VSDC> enable

Ruijie-VSDC#conf

Enter configuration commands, one per line. End with CNTL/Z.
Ruijie-VSDC(config)#int mgm

Ruijie-VSDC(config)#int mgmt 0

Ruijie-VSDC(config-if-Mgmt O)#ip address 10.1.1.30 255.255.255.0
Ruijie-VSDC(config-if-Mgmt O)#end

Ruijie-VSDC#switchback

2.9 Common Feature

2.9.1 Ethernet Switching

2.9.1.1 Aggregate Port

Scenario

Multiple physical links can be bound into a logical link, called an aggregate port (herein after referred to as AP).Ruijie devices
provide the AP function that complies with the IEEE802.3ad standard. This function can be used to expand link bandwidth and
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improve reliability. AP function supports traffic balancing that evenly allocating the traffic toevery member link. AP function also
supports link backup. When a link member in an AP is disconnected, the system will automatically allocate the traffic of the

member link to other active member links in the AP, except for the broadcast or multicast packets it received.

Dynamic mode and Static mode
1) If you configure aggregate port mode to static on a port,the port is converted to aggregate port without negotiating.
2) If you configure aggregate port mode to dynamic with LACP (Link Aggregation Control Protocol), the port negotiates
with the the other end of the link whether to be a aggregate port.

Aggregate ports consists of three modes: Active, Passive and Static.

The port in active mode sends the LACP packets actively to the peer

The port in passive mode only responds when it receives LACP packets from the peer.
The port in static mode is converted to aggregate port without sending any LACP packets.

The following table describes the matching of different modes

Port mode Meighbor port mode
Active mode Active or passive mode.
Passive mode Active mode

Static mode Static mode.

Aggregate Port Load Balancing

Traffic can be evenly distributed on the member links of an AP according to the features such as source MAC address,
destination MAC address, combination of source MAC address and destination MAC address, source IP address, destination
IP address, and combination of source IP address and destination IP address.

Note: By default, the load balancing method is src-dst-mac.

This example shows how to configure load balance:

Ruijie(config)#aggregateport load-balance ?

dst-ip Destination IP address

dst-mac Destination MAC address

help Help information

mpls-label Mpls label

src-dst-ip Source and destination IP address

src-dst-ip-l4port  Source and destination IP address, source and
destination L4port

src-dst-mac Source and destination MAC address
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src-ip Source IP address
src-mac Source MAC address
src-port Source port
Ruijie(config)#aggregateport load-balance  src-dst-ip  ------ >recommended
Attention:

1. You must configure the same speed,duplex and media-type on both ends of AP.You cannot put a copper port and a
optical port in the same AP.

2. You can only put L2 portin a L2 AP and L3 portin a L3 AP. You cannot change the port from L2 to L3, or from L3 to
L2 after you put the ports in a AP.

3. Ruijie switch supports to put 8 ports in a AP at most

5. When you finish configuring AP , you can enter "interface aggregateport x/x" command to manage the AP.You can no
longer manage the AP member independently.

Layer 2 Aggregate Port (Static and Dynamic)

I. Requirements

Enable Layer 2 AP on the ports between two Core switches to expand inter-connection bandwidth and ensure a high
available network. Use src-mac load balance method.

Il. Network Topology

i

Q—::'? G0M AP1 GoM @
v A A v
¥ v
Go/2 G0/

SW1 swz2

lll. Configuration Tips

1. Put AP members ports in a specified AP
2. Configure AP as Trunk
3. Modify load balance method

IV. Configuration Steps

Static mode:
SW1:

SW1>enable
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SWi#configure terminal

SW1i(config)#interface range gigabitEthernet 0/1-2 ~ ------ >configure a range of interfaces with the same
command

SW1(config-if-range)#port-group2 e >put GO/1 and GO/2 in AP 1 in static
mode

SW1(config-if-range)#exit

SW1(config)#interface aggregateport 1

SW1(config-if-AggregatePort 1)#switchport mode trunk — ------ >configure AP 1 as Trunk
SW1(config-if-AggregatePort 1)#exit

SWi1(config)#aggregateport load-balance src-mac =~ ---—--- >modify load balance method to Src-MAC. By
default, it is Src-Dst-MAC.

SW1(config)#exit

SW1#wr

SW2:
SW2>enable
SW2#configure terminal
SW2(config)#interface range gigabitEthernet 0/1-2
SW2(config-if-range)#port-group 1
SW2(config-if-range)#exit
SW2(config)#interface aggregateport 1
SW2(config-if-AggregatePort 1)#switchport mode trunk
SW2(config-if-AggregatePort 1)#exit
SW2(config)#aggregateport load-balance src-mac
SW2(config)#exit

SW2#wr

Dynamic mode:
SW1(config)#interface range gigabitEthernet 0/1-2

SW1(config-if-range)#port-group 1 mode actve e >put GO/1 and GO/2in AP 1in

dynamic mode
SW1(config-if-range)#exit

SW1(config)#interface aggregateport 1
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SW1i(config-if-AggregatePort 1)#switchport mode trunk - >configure AP 1 as Trunk
SW1(config-if-AggregatePort 1)#exit

SW2 is the same.

3. This example shows how to configure L2 AP in static mode when connect Ruijie a switch to a Cisco switch
Cisco:

interface Port-channell
switchport mode access
interface FastEthernet0/1
switchport mode access
channel-group 1 mode on
interface FastEthernet0/2
switchport mode access

channel-group 1 mode on

Ruijie :
interface AggregatePort 1
interface FastEthernet 0/1
port-group 1
interface FastEthernet 0/2

port-group 1

4. This example shows how to configure L2 AP in dynamic mode when connect Ruijie a switch to a Cisco switch
Cisco:

interface Port-channell
switchport mode access
interface FastEthernet0/1
switchport mode access
channel-group 1 mode active
interface FastEthernet0/2
switchport mode access

channel-group 1 mode active



Ruijie :
interface FastEthernet 0/1
port-group 1 mode active
interface FastEthernet 0/2
port-group 1 mode active

interface AggregatePort 1

V. Verification
1. How to display status of aggregate port

cWlfshow aggresatePort summary
tePort NaxForts SwitchPort Node  Ports

TRIMNE | 510,

gateport 1

, line protocol is UOF

oource NMAC

Layer 3 Aggregate Port (Static and Dynamic)

I. Requirements

Enable Layer 3 AP on the ports between two Core switches to expand inter-connection bandwidth and ensure a high
available network. Use src-dst-IP load balance method.

Il. Network Topology
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Ill. Configuration Tips

1. First, you must create a AP and convert it to a L3 AP, then assign a IP address to it.
2. Convert AP members to L3 ports.

3. Put the AP members in the AP

4. Modify load balance method

Note: You must follow the tips above step by step ,otherwise you could fail to configure L3 AP.

IV. Configuration Steps
SW1:
SW1>enable
SW1#configure terminal
SW(config)#interface aggregateport 1

SW1(config-if-AggregatePort 1)#no switchport e >convert AP 1 from L2
to L3

SW1(config-if-AggregatePort 1)#ip address 1.1.1.1 255.255.255.0
SW1(config-if-AggregatePort 1)#exit

SW1(config)#interface range gigabitEthernet 0/23-24 e >configure a range of

interfaces with the same commands

SW1(config-if-range)#no switchport >convert AP

members to layer 3
SW1(config-if-range)#medium-type fiber

SW1(config-if-range)#port-group 1 mode actve e >put G0/23 and G0/24

in AP 1in active mode
SW1(config-if-range)#exit

SW1(config)#aggregateport load-balance src-dst-ip - >put G0/23 and G0/24 in AP 1in

active mode

or
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SW1(config-if-range)#port-group2 e >put G0/23 and
GO0/24 in AP 1in static mode

SW1(config-if-range)#end

SW2:
SW2>enable
SW2#configure terminal
SW2(config)#interface aggregateport 1
SW2(config-if-AggregatePort 1)#no switchport
SW2(config-if-AggregatePort 1)#ip address 1.1.1.2 255.255.255.0
SW2(config-if-AggregatePort 1)#exit
SW2(config)#interface range gigabitEthernet 0/23-24
SW2(config-if-range)#no switchport
SW2(config-if-range)#medium-type fiber
SW2(config-if-range)#port-group 1 mode active
SW2(config-if-range)#end

SW2(config)#aggregateport load-balance src-dst-ip

or
SW2(config-if-range)#port-group 1

SW2(config-if-range)#end

V. Verification
1. When both ends negotiate to join a AP successfully, system returens the following message:

*Dec 17 13:23:52: %L LDP-4-ERRDETECT: Link aggregation for the port GigabitEthernet 0/23 may not match with
one for the neighbor port.

*Dec 17 13:23:52: %LLDP-4-ERRDETECT: Link aggregation for the port GigabitEthernet 0/24 may not match with

one for the neighbor port.

*Dec 17 13:23:59: %LACP-5-ATTACH: Interface GigabitEthernet 0/23 attached to AggregatePort 1.
*Dec 17 13:23:59: %LACP-5-ATTACH: Interface GigabitEthernet 0/24 attached to AggregatePort 1.
*Dec 17 13:24:00: %LACP-5-BUNDLE: Interface GigabitEthernet 0/23 joined AggregatePort 1.

*Dec 17 13:24:00: %LACP-5-BUNDLE: Interface GigabitEthernet 0/24 joined AggregatePort 1.
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*Dec 17 13:24:02: %LINK-3-UPDOWN: Interface AggregatePort 1, changed state to up.

*Dec 17 13:24:02: %LINEPROTO-5-UPDOWN: Line protocol on Interface AggregatePort 1, changed state to up.

2. How to display status of all AP

oW1t AZETEE: SUMMATY
] 'ort Node  Ports

srotocol 1s TP
rePort, addr iz 1414, dblh.

a:[1.1.1.1,
AFF Timeout: 00 =econds
EW 200

2.9.1.2 Super VLAN

Scenario

The Super VLAN function economizes IP address resources, segregates broadcast storms, reduces virus attacks, and controls
L2 access on the ports. The function is suitable for extensive L2 structure environments with large numbers of users and VLANs
and all IP addresses on a same network segment, where L2 segmentation and mutual access between certain VLANs (ARP
aging for corresponding sub VLANS) are required. Common application scenarios include broadband access in hotels and
residential areas and campus networks run cooperatively by telecom carriers and colleges. In these scenarios, each room or
household uses one VLAN, which is segregated from each other. However, due to limited IP address resources, it is impossible
to allocate each VLAN with a network segment. A group of VLANs needs to share one network segment. For example, if VLAN
10 is allocated with the network segment 10.10.10.0/24, the household may only use one or two IP addresses, and in this case,
over 200 IP addresses are wasted. In addition, unified IP addresses facilitate network management for network maintenance

personnel.

The Super VLAN solution is suitable for small- and medium-sized networks that require L2/L3 segmentation. Super VLAN is a
function provided by an L3 switch and is implemented on the L3 network. Private VLAN is a function provided by an L2 switch.
Compared with Private VLAN, super VLAN features simpler configuration and yet lower access control flexibility. To query
temporarily offline users within a Super VLAN, the gateway needs to initiate a broadcast within each sub-VLAN, and the process

may consume large CPU resources on the device.

I. Networking Requirements
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Core switch A serves as the user gateway and is connected to the access devices Switch B, Switch C, and Switch D through
the Trunk ports. L2 network segmentation is implemented through VLAN setup for access users. All VLAN users share one IP
gateway for L3 communication and Internet access.

Il. Network Topology

Super VLAN 2
SVI:192.168.1.1/24
Sub-VLAN 10, 20, 30

Switch B

192.168.1.10~192.168.1.50 192.168.1.60~192.168.1.100 192.168.1. 110~192.168.1.150

IIl. Configuration Tips

1. On the access devices (Switch B, Switch C, and Switch D), configure only common VLANs (VLAN 10, VLAN 20, and VLAN

30 in this example).

2. On the user gateway device, create a Super VLAN and set the VLAN 10, VLAN 20, and VLAN3O0 of the access devices as
sub VLANSs.

3. Set the SVI port for the Super VLAN and specify IP address ranges for each sub VLAN.
IV. Configuration Steps
On the core server, perform the following steps:
1. Create VLAN 2, VLAN 10, VLAN 20, and VLAN 30.
Ruijie#configure terminal
Ruijie(config)#vlan 2
Ruijie(config-vlan)#exit
Ruijie(config)#vlan 10
Ruijie(config-vlan)#exit
Ruijie(config)#vlan 20

Ruijie(config-vlan)#exit
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Ruijie(config)#vlan 30

Ruijie(config-vlan)#exit

2. Set VLAN 2 as the Super VLAN and VLAN 10, VLAN 20, and VLAN 30 as its sub VLANSs.
Ruijie(config)#vlan 2
Ruijie(config-vlan)#supervlan  ----- >configure Vlan2 as Super vlan

Ruijie(config-vlan)#subvlan 10,20,30  ----- > SVI port could not YIBREA be added to subvlan, need to
execute command “no interface vlan vlan-id” to remove SVI port before adding to subvlan )

Ruijie(config-vlan)#exit
On a non-simplified network (gateway mode), Super VLAN broadcast packets are replicated to all its sub VLANS.

Therefore, if a Super VLAN is configured with too many sub VLANS, the performance is undermined. Considering the

packet forwarding performance, it is recommended that a Super VLANis configured with no more than 200 sub VLANS.

3. Set the L3 virtual interface for the Super VLAN 2. The users of the sub VLANs of the Super VLAN 2 communicate

through the configured interface.
Ruijie(config)#interface vlan2 =~ ----- >configure svi interface

Ruijie(config-if-VLAN 2)#ip address 192.168.1.1 255.255.255.0

4. Set the IP address range of the sub VLAN 10to 192.168.1.10 to 192.168.1.50, that of sub VLAN 20 to 192.168.1.60 to
192.168.1.100, and that of sub VLAN 30 to 192.168.1.110 to 192.168.1.150.

Ruijie(config)#vlan 10

Ruijie(config-vlan)#subvlan-address-range 192.168.1.10 192.168.1.50
Ruijie(config-vlan)#exit

Ruijie(config)#vlan 20

Ruijie(config-vlan)#subvlan-address-range 192.168.1.60 192.168.1.100
Ruijie(config-vlan)#exit

Ruijie(config)#vlan 30

Ruijie(config-vlan)#subvlan-address-range 192.168.1.110 192.168.1.150

5. Set the ports Gi 1/1, Gi 1/5, and Gi 1/9 as the Trunk ports for connecting Switch B, Switch C, and Switch D.
Ruijie(config)#interface range gigabitEthernet 1/1,1/5,1/9

Ruijie(config-if-range)#switchport mode trunk

6. Save the configurations.

Ruijie(config-if-range)#end



Ruijiefwrite

Note:

1. By default, the Super VLAN agent APR function is enabled on the switch. In this case, users can access each other
between sub VLANSs. To prevent access between sub VLANSs, disable the agent function of the Super VLAN.

Ruijie(config)#vlan 2
Ruijie(config-vlan)#no proxy-arp

Ruijie(config-vlan)#end

2. In a DHCP environment, you do not have to specify the IP address range for a sub VLAN.

In this case, the IP addresses are randomly allocated within one sub VLAN. The VLAN of the port connecting the access switch
determines the home sub VLAN of a PC.

Ruijie(config)#vlan 10

Ruijie(config-vlan)#subvlan-address-range 192.168.1.10 192.168.1.50
Ruijie(config-vlan)#vlan 20

Ruijie(config-vlan)#subvlan-address-range 192.168.1.60 192.168.1.100
Ruijie(config-vlan)#vlan 30

Ruijie(config-vlan)#subvlan-address-range 192.168.1.110 192.168.1.150

3. Disable broadcast storm prevention on the connecting port of the access switch.

When a user on another network segment accesses a user in the Super VLAN, if the user device does not exist, the switch
sends ARP requests to all sub VLANSs of the Super VLAN, as the Super VLAN does not obtain the ARP information during
query when resolving the user device ARP before forwarding the IP packet to the designated user device. In this case, If the

Super VLAN is configured with many sub VLANS, the Super VLAN has to send a large number of ARP packets.

In a DHCP environment, if there are too many sub VLANSs in the Super VLAN, the number of broadcast packets sent on each

sub VLAN is great as well, because the broadcast packet is replicated on each sub VLAN.

In this case, if the broadcast storm prevention function is enabled on corresponding port on the access switch, some broadcast
packets, including DHCP packets or ARP packets, are discarded. To prevent this, you are recommended to disable the

broadcast storm prevention function for the port on the access switch. For details, see Storm Control.

4. A Super VLAN is subject to the following restrictions:
a. A Super VLAN does not have physical interfaces as its direct member. A Super VLAN is configured with only sub VLANs

and a sub VLAN contains physical interfaces.
b. A Super VLAN cannot be configured as a sub VLAN of another Super VLAN.
c¢. VLAN 1 cannot be configured as a Super VLAN.

d. A sub VLAN cannot be configured as a network interface and cannot be allocated with an IP address.
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V. Verification
Check the Super VLAN.
Ruijie##show supervlan

supervlanid supervlan arp-proxy subvlanid subvlan arp-proxy subvlan ip range

2 ON100N192.168.1.10 - 192.168.1.50
200N192.168.1.60 - 192.168.1.100

300N192.168.1.110 - 192.168.1.150

2.9.1.3 QinQ

Scenario

Business users of a network service provider usually have special requirements on the number of supported VLANs and the
VLAN ID. The VLAN scope required by one user of a service provider may overlap with the VLAN scope required another user.
In addition, the switching channels of VLANS of different users may mix up on the core network of the service provider. However,
if each user is specified with a VLAN scope, the user configuration will be restricted and the number of VLANSs will easily exceed
the limit 4096 defined in the 802.1Q. Utilizing the IEEE 802.1Q Tunneling function, the service provider can use one VLAN
(service provider VLAN) to support multiple VLAN users. The user VLANS is reserved. In this case, even if the users of a
network service provider are of the same VLAN, they are segregated on the internal network of the service provider. The
tunneling function extends the VLAN scope by using double tags. The maximum number of VLANSs provided a tunnel port (a
port that supports IEEE 802.1Q Tunneling) reaches 4K*4K. When configuring a tunnel, you can assign a VLAN to the tunnel
port as its dedicated VLAN. In this case, the cascaded user networks require only one service provider VLAN. The user traffic
is packed into double-tag frames by the service provider VLAN during transmission on the service provider network. The two
layers of tags of QinQ packets are transmitted on the carrier network. The internal tags are transmitted transparently, featuring
simplicity and practicability. It can serve an extension of core MPLS VPN in Metro Ethernet VPN and become an end-to-end

VPN technology.

As shown in Figure 1, the packets from Network A’s VLAN 1001 are added with the outer VLAN tag 1005 before entering the
ISP’s network. Hence, the packets carry with two tags and be propagated in the ISP’s network by the outer VLAN tag 1005.
The outer VLAN tag 1005 will be stripped when the packets leave the ISP’s network. In Network B, the packets are propagated
by VLAN tag 1001.

Figure 1-1 QinQ sketch map
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Edge switch A

Edge switch B

ISP network

Tac:1005 1001

Tag:1001

Helwurk & Metwork B

The following figure illustrates the course of adding two tags. The ingress of edge device is dotlg-tunnle port (or abbreviated
as tunnel port). All frames entering the edge device are considered to be untagged, no matter whether are really untagged or
tagged with 802.1Q tag, and then are encapsulated with the tag of ISP. VLAN ID is the default VLAN of tunnel port.

Figure 1-2 Double-Tag packet structure

Source
address
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address EtherType Sequence
DA | sA Len/Etype Data FCs Criginal Ethernet frame
! S
| | Pt e e
IEE 80210 frame from
DA | sA Etype Tao Len/Etype Data FCS customer network
1 i 1 "-__'_ “H"".. "\__‘1 "1._1__\ “-._‘_‘

OA | SA | Etype Tag Etype Tag Len/Etype Data FCs
Double-tagged
frame in service
provider
infrastruciure

Capture the message format as follows :
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# Frame 176: 72 bytes on wire (576 bits), 72 bytes captured (576 bits) on interface 0
# Ethernet II, Src: Fujianst_00:00:01 (00:d0:f8:00:00:01 Dst: Broadcast (ff:ff:ff:ff:ff:ff)
- 802.1Q virtual LAN, PRI: 0, CFI: 0, ID: 200
000. .... .... .... = Priority: Best Effort (default) (0)
S .... = CFI: canonical (0)
ID: 200

Yoy
S -
S -
S -
= .
-
o -
S -
[ury
o
o
o
I

- 802.1Q virtual LAN, PRI: O, CFI: 0, ID: 20
DOO: o e e Priority: Best Effort (default) (0)

..0 S CFI: canonical (0)

ID: 20

o
S .
S -
S -
o -
o
S -
e
o
[t
o
o
]

Type: ARP (0x0806)

P_a_dd'i ng: 00000000000000000000

= Address Resolution Protocol (request)

Hardware type: Ethernet (1)

Protocol type: IP (0x0800)

Hardware size: 6

Protocol size: 4

Opcode: request (1)

sender MAC address: d0:00:00:00:01:00 (d0:00:00:00:01:00)
sender IP address: 172.18.10.1 (172.18.10.1)

Target MAC address: 00:00:00_00:00:00 (00:00:00:00:00:00)
Target IP address: 172.18.10.254 (172.18.10.254)

Note :

1. N18000-CB products do not support the flexible QinQ function or the VLAN MAPPING function. N18000-CB products
support 3 TPIDs in the global configuration mode, namely, 0x8100, 0x8100, and 0x8100.

2. N18000-ED/DB products support 4 TPID values in the global configuration mode, namely, 0x8100 and 3 any values.

QinQ Port

Ruijie has brought in two new bridge interfaces, Dot1g-Tunnel and Uplink, in QinQ implement. The following figure shows the

application model:

In the preceding figure, the customer bridged LAN connects to the provider bridged network through the Customer Bridge (CB)
and the Provider Bridge (PB). The service provider provides different services and links to different customers. Data are
forwarded on the customer bridged LAN with C-TAGs and are added with (or stripped of) S-TAGs on the customer network
port for transmission on the service provider network. Data forwarding on the provider bridged network is transparent compared

with data transmission on the customer bridged LAN.
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Tunnel Port

Utilizing the IEEE 802.1Q Tunneling function, the service provider can use one VLAN (service provider VLAN) to support
multiple VLAN users. The user VLANS is reserved. In this case, even if the users of a network service provider are of the same
VLAN, they are segregated on the internal network of the service provider. The tunneling function extends the VLAN scope by
using double tags. The port that supports IEEE 802.1Q Tunneling is called a tunnel port. When configuring a tunnel, you can
assign a VLAN to the tunnel port as its dedicated VLAN. In this case, the cascaded user networks require only one service
provider VLAN. The user traffic is packed into double-tag frames by the service provider VLAN during transmission on the

service provider network.

Uplink port

Uplink port essentially is a special trunk port. The difference is that the packets outputted from the uplink port are tagged, but
the packets outputted from the trunk port (when they are forwarded from native VLAN) are untagged. A typical example is the
port of a user network connecting to an ISP network.

QinQ Classification

Basic QinQ

Basic QinQ is enabled based on port. When tunnel port is configured, the device will add the VLAN tag of the default VLAN
of the tunnel port to the packet arriving the tunnel port. If the packet is already of a VLAN tag, this means it has two tags.
Basic QinQ is simple, but the encapsulation of outer VLAN tag is not flexible enough.

Flexible QinQ
Flexible QinQ can flexibly encapsulate different outer VLAN tags for different flows by flow classification method like user

VLAN tag, MAC address, IP protocol, source address, destination address, priority or port number of application program.

You can:
Add outer VLAN tag by inner VLAN tag

Modify inner VLAN tag by outer VLAN tag
Modify outer VLAN tag by inner VLAN tag
Add outer VLAN tag by ACL

Modify outer VLAN tag by ACL

Modify inner VLAN tag by ACL

Restriction of QinQ Configuration

The following restrictions apply to QinQ configuration:



The routed ports cannot be configured as tunnel ports.
The 802.1x function cannot be enabled on the port configured as a tunnel port.
Port security cannot be enabled on the port configured as a tunnel port.

For the ACL applied on the tunnel port, the inner keyword is necessary to match the VID of user tag.

It is recommended to configure the egress of user network connecting the ISP network as uplink port as well. If the TPID
of ISP tag is set on the QinQ-enabled port of the user network, the TPID of ISP tag of uplink port should be set with the same

value.
B QinQ does not support hot backup.

B The MTU of a port is 1500 bytes by default. A packet will be increased by 4 bytes when it is added with outer VLAN tag. It
is recommended to increase the MTU value of ports in ISP network at an appropriate extent, or at least 1504 bytes.

B Once QIinQ is enabled on a port, to enable IGMP Snhooping, you need set SVGL sharing mode or otherwise IGMP
Snooping does not function on the port with QinQ enabled.

2.9.1.3.1 Basic QinQ

I. Networking Requirements

Customer PCs on VLAN 10 and VLAN 20 are connected to the access switch. The Trunk port of the access switch is connected
to the convergence switch. The convergence switch requires basic QinQ functions and adds external tag VLAN 1000 to tagged

data stream forwarded by access users.

Il. Network Topology
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External VID:1000

Convergence

Switch

Ill. Configuration Tips

1. On the convergence switch, set the port that connects the carrier network as an uplink port and configure the QinQ function
on the port that connects the access switch.

2. Onthe access switch, create the related VLANS, set the port that connects users as an access port and the port that connects
the convergence switch as a trunk port.

IV. Configuration Steps
On the convergence switch, perform the following steps:
1. Create the external VLAN 1000.

Ruijie#configure terminal

Ruijie(config)#vlan 1000

Ruijie(config-vlan)#exit

Ruijie(config)#
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2. Enable the basic QinQ functions on the port that connects the access switch.
Ruijie(config)#interface gigabitEthernet 1/1
Ruijie(config-if-GigabitEthernet 1/1)#switchport mode dotlg-tunnel ----- >configure interface G1/1 as dotlg-tunnel

Ruijie(config-if-GigabitEthernet 1/1)#switchport dot1lg-tunnel native vlan 1000 ----- >configure vid of dotlg-tunnel as
1000

Ruijie(config-if-GigabitEthernet 1/1)#switchport dot1g-tunnel allowed vlan add untagged 1000

3. Set the port that connects the carrier network as an uplink port.
Ruijie(config)# interface gigabitEthernet 1/2

Ruijie(config-if-GigabitEthernet 1/2)#switchport mode uplink

4. On the uplink port, modify the TPID value of output packets to a value identifiable by a third-party devices, which is 0x9100.
(This step is optional. The default TPID for Ruijie devices is 0x8100.) The TPIDs for devices vary with manufactures. For
example, the default TPID for Huawei devices is 0x9100. To interconnect with Huawei devices, you need to change the TPID
to 0x9100.

Ruijie(config-if-GigabitEthernet 1/2)#frame-tag tpid 9100

On the access switch, perform the following steps:
Ruijie(config)#vlan range 10,20
Ruijie(config-vlan-range)#exit
Ruijie(config)#interface range f0/1-12
Ruijie(config-if-range)#switchport access vian 10
Ruijie(config-if-range)#exit
Ruijie(config)#interface range f0/13-24
Ruijie(config-if-range)#switchport access vian 20
Ruijie(config-if-range)#exit
Ruijie(config-if-GigabitEthernet 0/25)#switchport mode trunk

Ruijie(config-if-GigabitEthernet 0/25)#end

Note:

1. In a QinQ configuration model, if the uplink port connects edge devices to the service provider network is a Trunk port or
Hybrid port, do not set the native VLAN of the Trunk port or Hybrid port to the default VLAN of the tunnel port, because when

a packet is output on the Trunk port or Hybrid port, the tag containing its native VLAN ID is removed from the packet.



2. When the QinQ function is enabled, the device encapsulates user packets with the external VLAN tag, rather than forwarding
the packets based on the original VLAN specified in the packets. Therefore, you do not have to create VLANSs for users on the

device. (The configuration of user VLANs has no influence on the network.)

3. An uplink port is a special Trunk port. The difference is that packets sent from an uplink port are tagged, while packets

sent from an Trunk port are untagged if they are forwarded by the native VLAN.

4. In basic QIinQ configuration, the port adds external tags no matter to the received packets no matter whether they are tagged
or not. If the received packet has a VLAN tag, the packet becomes a double-tag packet. If the received packet does not

have a VLAN tag, the packet becomes a packet with a default VLAN tag.

5. The basic QinQ function does not support the identification and retention of management VLAN tags without adding external

tags during packet forwarding.

6. At present, all Ruijie switches do not support the termination of QinQ tags. That is, the two layers of tags cannot be resolved

on one switch. To resolve two layers of tags, you need to add a switch.
V. Verification

1. Check whether the QinQ function is enabled on the port.

Ruijie(config>#ishow dotlg—tunnel interface gl/1

Dotig—tunnel

Bx92100

2.9.1.3.2 Flexible QinQ - VID-Based QinQ

I. Networking Requirements

1. The convergence switch implements flexible QinQ based on the user VLAN tag classification. Add data streams from user
VLAN 101 to user VLAN 200 with external tags VLAN 101 and data streams from user VLAN 201 to user VLAN 300 with
external tags VLAN 201.

2. Manage the access switches. The management VLAN is 500. Data streams from the VLAN are forwarded without adding

external tags and their original tags are retained.

Il. Network Topology
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G1/2

| Uplink
.

Outer-VID: 101, Inner-VID: 200

Outer-VID: 201, Inner-VID: 300
Switch Dotlqg-tunnel

Convergence

G0/25{ Trunk

Access Switch

Iz‘lzllanagement VLAN: 500

User 1 User N

Vian 101 Vian 201

A AN

Ill. Configuration Tips

1. On the convergence switch, configure user VLAN tag-based flexible QinQ on the port that connects the floor distribution
switch.

Flexible QinQ planning on user VLAN tag-based data stream tagging with external VLANs

Device Service User VLAN Tag | External VLAN Tag | Classification Rules
Convergence | Internet access

) ) 101-200 101 User VLAN scope
switch service for users
Convergence | Internet access

) ) 201-300 201 User VLAN scope
switch service for users

2. Set the management VLAN on the floor distribution switch to a native VLAN and the management VLAN on the access

switch to the native VLAN of dot1g-tunnel.

IV. Configuration Steps
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On the convergence switch, perform the following steps:
1. Create ISP VLANSs 101 and 201 to identify different service data types.
Ruijie#configure terminal
Ruijie(config)#vlan 101
Ruijie(config-vlan)#exit
Ruijie(config)#vlan 201
Ruijie(config-vlan)#exit
Ruijie(config)#vlan 500

Ruijie(config-vlan)#exit

2. On the downlink port of the convergence switch, configure the flexible QinQ function for adding external VLAN tags based
on the user VLAN.

Ruijie(config)#interface gigabitEthernet 1/1

Ruijie(config-if-gigabitEthernet 1/1)# switchport mode dot1g-tunnel

Ruijie(config-if-gigabitEthernet 1/1)# switchport dot1g-tunnel allowed vlan add untagged 101,201,500
Ruijie(config-if-gigabitEthernet 1/1)# dotlq outer-vid 101 register inner-vid 101-200
Ruijie(config-if-gigabitEthernet 1/1)# dotlq outer-vid 201 register inner-vid 201-300
Ruijie(config-if-gigabitEthernet 1/1)# switchport dotlg-tunnel native vian 500

Ruijie(config)# interface gigabitEthernet 1/2

Ruijie(config-if-GigabitEthernet 1/2)#switchport mode uplink

On the access switch, perform the following steps:
1. Create the user VLANs based on the user ports and configure the management VLAN and management IP address.
2. Set the uplink port as a Trunk port and set the native VLAN to VLAN 500.

Ruijie(config)# interface gigabitEthernet 0/25

Ruijie(config-if-GigabitEthernet 0/25)#switchport mode trunk

Ruijie(config-if-GigabitEthernet 0/25)#switchport trunk native vlan 500

Ruijie(config-if-GigabitEthernet 0/25)#end

Note:

1. An uplink port is a special Trunk port. The difference is that packets sent from an uplink port are tagged. while packets sent

from an Trunk port are untagged if they are forwarded by the native VLAN.
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2. The flexible QinQ function allows the retention of management VLAN tags without adding external tags during packet

forwarding.

3. At present, all Ruijie switches do not support the termination of QinQ tags. That is, the two layers of tags cannot be resolved

on one switch. To resolve two layers of tags, you need to add a switch.

4. An external tag can be the same as or different from the internal tag. (For example, in the example, the internal tags ranges

from 101 to 200 and the external tag is 101.)

5. If the customer has two management VLANS, and tags of both management VLANSs in the data streams are to be

retained without adding the streams with external tags, do as follows:

1. Network topology

i Quter VID: 1000

G1/2

| Uplink
Convergence

Switch
Dotlg-tunnel

G0/25{ Trunk
— Access Switch

Management VLAN:500

Wireless AP % User Net!!o ];9 l Wireless AP

Management VRAN: 400 - anagerent VLAN: 400
\ ">  ‘sssesesssesce

User 1l -1 ‘/"‘ User N
Vian 10 ,—- P<7 Vian 20

2. Customer requirement

The customer has two management VLANSs. One is the wireless AP management VLAN 400 and the other is the access switch

management VLAN 500. Data streams with tags of either of the two VLAN are to be forwarded directly without being added

with external tags.
For data streams tagged with user VLANSs, add external tags VLAN 1000.

3. Run the switch configuration commands.
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The convergence switch configuration commands are as follows:
vlan 400
vlan 500
vlan 1000
interface GigabitEthernet 1/1
switchport mode dot1g-tunnel
switchport dot1g-tunnel allowed vian add tagged 400
switchport dotl1g-tunnel allowed vlan add untagged 500,1000
switchport dot1g-tunnel native vlan 500
dotlq outer-vid 400 register inner-vid 400
dotl1q outer-vid 1000 register inner-vid 10,20
interface GigabitEthernet 1/2
switchport mode hybrid

switchport hybrid allowed vlian add untagged 400

Tagged packet forwarding

1. Packets tagged with the switch management VLAN 500 are processed in an original manner. The uplink port on the
access switch removes the VLAN 500 tag. The convergence switch then adds the VLAN 500 tag and forwards the packet
through the uplink port to the ISP network. In the reverse direction, the dotg-tunnel port removes the VLAN 500 tag and forwards
the packet to the access switch.

2. Packets tagged with the wireless AP management VLAN 400 are processed in a different manner. When the wireless AP
management VLAN data streams reach the access switch, the data streams with VLAN 400 tags are forwarded directly to the
dotlg-tunnel port on the convergence switch and are added with another VLAN 400 tag. Then, each AP management data
packet has two VLAN 400 tags. When the double-tagged wireless AP management VLAN data streams are forwarded from
the uplink port, their external tags are removed and the data streams contain only one layers of tags. This is because the uplink
port is set as a Hybrid port and VLAN 400 is set to untag. The data streams returning from the ISP network contain one layer
of VLAN 400 tags and the VLAN 400 tags are not removed before forwarding due to the configuration switchport dotlq-
tunnel allowed vlan add tagged 400.

4. On the access switch, do as follows:
Create the user VLANs based on the user ports and configure the management VLAN and management IP address.
Set the uplink port as a Trunk port and set the native VLAN to VLAN 500.

Ruijie(config)# interface gigabitEthernet 0/25

Ruijie(config-if-GigabitEthernet 0/25)#switchport mode trunk

Ruijie(config-if-GigabitEthernet 0/25)#switchport trunk native vlan 500

Ruijie(config-if-GigabitEthernet 0/25)#end



V. Verification

1. Check that the configurations are correct. Check whether the downlink port is a dot1g-tunnel port, whether the VLAN in the
external tag is added to the approved VLAN list on the port, whether the mapping policy on the port is correct, and whether the

uplink port configuration is correct.
Ruijie#tshow running-config interface gigabitEthernet 1/1
interface GigabitEthernet 1/1
switchport mode dot1g-tunnel
switchport dot1g-tunnel allowed vlan add untagged 101,201,500
dotlq outer-vid 101 register inner-vid 101-200
dotlq outer-vid 201 register inner-vid 201-300
switchport dot1g-tunnel native vlan 500

spanning-tree bpdufilter enable

Ruijie#tshow running-config interface gigabitEthernet 1/2
interface GigabitEthernet 1/2

switchport mode uplink

2. Check the QinQ configuration on the port of the device again. The check items are the same as that of step 1.

Ruijie#show interfaces dotl1g-tunnel

Native vlan: 500
Allowed vlan list:1,101,201,500

Tagged vlan list:

3. Check the mapping policies of internal tags and external tags and ensure that the VLANSs in theexternal tags map correct

to the VLANSs in the internal tags.
Ruijie#tshow registration-table

Ports Type Outer-VID Inner-VID-list

Gil/1 Add-outer 101 101-200
Gil/1 Add-outer 201 201-300
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2.9.1.3.3 Flexible QinQ - Stream-based QinQ

I. Networking Requirements

1. The convergence switch implements flexible QinQ based on the user data stream classification. For user data streams of
the network segment 192.168.10.0/24, add external tags VLAN 1000.For user data streams of the network segment
192.168.20.0/24, add external tags VLAN 1001.

2. Manage the access switches. The management VLAN is 500. Data streams from the VLAN are forwarded without adding

external tags and their original tags are retained.

Il. Network Topology

Convergence Outer VID: 1000, 1001

Switch
G171 | Detlg-tunnel

Access Switch @

Vian 10 Vian
192.168.10.1/24 192 168 20 1/24

lll. Configuration Tips

1. On the access switch, configure the user data stream-based flexible QinQ on the port that connects the floor distribution
switch. For user data streams of the network segment 192.168.10.0/24, add external tags VLAN 1000.For user data streams

of the network segment 192.168.20.0/24, add external tags VLAN 1001.
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2. Set the management VLAN on the floor distribution switch to a native VLAN and the management VLAN on the access

switch to the native VLAN of dot1g-tunnel.

3. At present, all Ruijie switches do not support the termination of QinQ tags. That is, the two layers of tags cannot be resolved

on one switch. To resolve two layers of tags, you need to add a switch.
IV. Configuration Steps
On the convergence switch, perform the following steps:
1. Create ISP VLANs 1000 and 1001 to identify different service data types.
Ruijie#tconfigure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Ruijie(config)#vlan 1000
Ruijie(config-vlan)#exit
Ruijie(config)#vlan 1001
Ruijie(config-vlan)#exit
Ruijie(config)#vlan 500

Ruijie(config-vlan)#exit

2. Create the user data stream-based ACL.
Ruijie(config)#ip access-list standard vian10
Ruijie(config-std-nacl)#permit 192.168.10.0 0.0.0.255
Ruijie(config-std-nacl)#exit
Ruijie(config)#ip access-list standard vian20
Ruijie(config-std-nacl)#permit 192.168.20.0 0.0.0.255
Ruijie(config-std-nacl)#exit

Ruijie(config)#

3. Enable the data-stream based flexible QinQ function on the convergence switch.
Ruijie(config)#interface gigabitEthernet 1/1
Ruijie(config-if-GigabitEthernet 1/1)# switchport mode dot1qg-tunnel
Ruijie(config-if-GigabitEthernet 1/1)# switchport dot1g-tunnel allowed vlan add untagged 1000,1001,500
Ruijie(config-if-GigabitEthernet 1/1)# traffic-redirect access-group vlan10 nested-vian 1000 in
Ruijie(config-if-GigabitEthernet 1/1)# traffic-redirect access-group vlian20 nested-vlan 1001 in

Ruijie(config-if-GigabitEthernet 1/1)# switchport dot1g-tunnel native vian 500



4. Configure the uplink port.
Ruijie(config)# interface gigabitEthernet 1/2

Ruijie(config-if-GigabitEthernet 1/2)#switchport mode uplink

On the access switch, perform the following steps:
1. Create the user VLANSs based on the user ports and configure the management VLAN and management IP address.
2. Set the uplink port as a Trunk port and set the native VLAN to VLAN 500.

Ruijie(config)# interface gigabitEthernet 0/25

Ruijie(config-if-GigabitEthernet 0/25)#switchport mode trunk

Ruijie(config-if-GigabitEthernet 0/25)#switchport trunk native vlan 500

Ruijie(config-if-GigabitEthernet 0/25)#end

V. Verification

1. Check that the configurations are correct. Check whether the downlink port is a dot1g-tunnel port, whether the VLAN in the
external tag is added to the approved VLAN list on the port, whether the mapping policy on the port is correct, and whether the

uplink port configuration is correct.
Ruijie#show running-config interface gigabitEthernet 1/1
interface GigabitEthernet 1/1
switchport mode dotlg-tunnel
switchport dotl1g-tunnel allowed vlan add untagged 500,1000-1001
switchport dotlg-tunnel native vlan 500
traffic-redirect access-group vlan10 nested-vlan 1000 in
traffic-redirect access-group vlian20 nested-vlan 1001 in

spanning-tree bpdufilter enable

Ruijie#tshow running-config interface gigabitEthernet 1/2

interface GigabitEthernet 1/2

switchport mode uplink

2. Check the QinQ configuration on the port of the device again. The check items are the same as that of step 1.

Ruijie#tshow interfaces dot1g-tunnel

Native vlan: 500



Allowed vlan list:1,1000,1001,500

Tagged vlan list:

3. Check whether the ACL is correct.

Ruijielishow access—lists

ip access—list standard vlanliB
18 permit 192.168.10.0 A8.0.0.255

ip access—list standard vlan2@
18 permit 192.168.20.08 8.0.08.255

4. Check the mapping policies for stream-based tagging.
Ruijie#tshow traffic-redirect

PortsTypeVID Match-filter

Gil/1Nested-vid 1000 vlan10
Gil/1Nested-vid 1001 vlan20

2.9.2 IP addressing and Application

2.9.2.1 DHCP Server

Scenario

The DHCP (Dynamic Host Configuration Protocol), specified in RFC 2131, provides configuration parameters for hosts over
the Internet. The DHCP works in the client/server mode. The DHCP server assigns IP addresses for the hosts dynamically
and provides configuration parameters.

The DHCP assigns IP address in three ways:

Assign IP addresses automatically. The DHCP server assigns permanent IP addresses to the clients;

Assign IP addresses dynamically. The DHCP server assigns IPaddresses that will expire after a period of time to the clients
(or the clients can release the addresses by themselves);

Configure IP addresses manually. Network administrators specify IP addresses and send the specified IP addresses to the
clients through the DHCP.

Among the above mentioned three methods, only dynamic assignment allows reuse of the IP address that the client does not
need any more.

The format of DHCP message is based on that of BOOTP (Bootstrap Protocol) message. Hence, it is necessary for the
device to be able to act as the BOOTP relay agent and interact with the BOOTP client and the DHCP server. The function of
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BOOTP relay agent eliminates the need of deploying a DHCP server in every physical network. The DHCP is detailed in RFC
2131 and RFC 2132.

The DHCP protocol is widely used to dynamically assign reusable network resources, for example, IP addresses. A DHCP
client sends DISCOVER broadcast packets to a DHCP server. After receiving the DISCOVER packets, the DHCP server will
assign resources, e.g. IP addresses, by a certain policy in OFFER packets sent to the client. Once receiving the OFFER
packets, the DHCP client verifies the availability of the resource. If the resource is available, it will send a REQUEST packet;
otherwise, it will re-send the DISCOVER packet. Once the server receives the REQUEST packet, it will verify whether the IP
address or other limited resource can be assigned. If so, the server will send an ACK packet; otherwise, it will send a NAK
packet. Once the DHCP client receives the ACK packet, it will start using the resource assigned by the server; if the NAK
packet is received, the client may re-send the DISCOVER packet.

RGOS Software
DHCPRDISCOVER _ NHCP Sarear

NDHCPOFFER
= M)

DHCPREQUEST 4
DHUPACK v

Host A

Y

F Y

Generally, common switch support to allocate at most 2000 IP address. S86E support to allocate at most 8000 IP address.
I. Requirements
All users are on Vlan 10 and their gateway is on Core switch. Core switch acts as DHCP Server and assigns IP address

to all users.

Il. Network Topology
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IIl. Configuration Tips

1. Assign ports connected to users on access switch to Vlan 10
2. Configure Core switch as DHCP Server and it assigns IP address to users.

3. DHCP Server allocates IP gateway (itself) , DNS server and lease(24H by default) to users.

IV. Configuration Steps

Core switch:
1. Enable DHCP service

Ruijie(config)#service dhcp - >DHCP service is disabled by default.

2. Assign IP address to Vlan 10
Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.1.254 255.255.255.0

Ruijie(config-if-VLAN 10)#exit

3. Create DHCP pool and configure DHCP parameters ---gateway , DNS , subnets.
Ruijie(config)#ip dhcp pool vian10

Ruijie(dhcp-config)#network 192.168.1.0 255.255.255.0 ~  ------ >Network subnets
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Ruijie(dhcp-config)#dns-server 218.85.157.99 - >DNS server
Ruijie(dhcp-config)#default-router 192.168.1.254 - >User Gateway
Ruijie(dhcp-config)#end

Ruijiettwr

Access switch:

Assign ports connected to users to Vlan 10
Ruijie(config)#int range fastEthernet 0/1-2

Ruijie(config-if-range)#switchport access vian 10

V. Verification
1. How to display DHCP assignments

Ethernet adapter..

Connection—specific DNS Suffix
Description . - - . . . . . .
Phyzical Addres=. . . . .
DHCF Enabled. . . . . . .
Autoconfiguration Enabled
Link—-local IPvEe Address

IPuv4 Address. .

Subnet Mask . .

Leaze Obtained.

Leaze Expires .

Default Gateway

DHCP Server . .

DHGPwe IAID . . .

DHCPub Client DUID.

DHS Servers . . . .

MetBIOS over Tcpip.

2.9.2.2 DHCP Relay

Tvpe

Automatic
butomatic

(Preferred?

LE-T5-E4




Overview

The DHCP relay agent forwards DHCP packets between the DHCP server and the DHCP clients. When the DHCP clients
and the server are not located in the same subnet, a DHCP relay agent must be available for forwarding the DHCP request
and response messages. Data forwarding by the DHCP relay agent is different from general forwarding. In general
forwarding, IP packets are unaltered and the transmission is transparent. However, upon receiving a DHCP message, the
DHCP relay agent regenerates and forwards a DHCP message.

From the perspective of the DHCP client, the DHCP relay agent works like a DHCP server. From the perspective of the
DHCP server, the DHCP relay agent works like a DHCP client.

The DHCP relay forwards the DHCP request packet received in the form of unicast to the DHCP server, at the same time,
forwards the DHCP response packet received to the DHCPclient. The DHCP relay serves as a forwarding station,
responsible for the communication between the DHCP clients and the DHCP servers at different network segments. In this
way, only one DHCP server can dynamically manage IP addresses at multiple segments, that is, the DHCP dynamic IP
management in the Client-Relay-Server mode, as shown below:

LDISCOVER 3 LDISCOVER
g _—s —_————

_—
< OFFER ‘ K/ < OFFER
I REQUEST v 3. REQUEST
e B
4 ACK v 4.ACK
- == S

DHCP Client switch

DHCOP Server

I. Requirements

Distribution switch is the user gateway which have enabled DHCP relay. Core switch acts as DHCP Server.Connect
core switch and distribution switch through Layer 3 link.

Il. Network Topology
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DHCP Server @ Core switch

G0/24|172.16.1.1/30

G0/241172.16.1.2/130
e

DHCP Relay @ Distribution switch

PC1

lIl. Configuration Tips

1. Enable DHCP relay on distribution switch
2. Enable DHCP Service on Core switch

IV. Configuration Steps

Core switch:

1. Convert the port connected to distribtuion switch to L3 port and assign a IP address to it.

Ruijie(config)#interface gigabitEthernet 0/24
Ruijie(config-if-GigabitEthernet 0/24)#no switchport
Ruijie(config-if-GigabitEthernet 0/24)#ip address 172.16.1.1 255.255.255.252

Ruijie(config-if-GigabitEthernet 0/24)#exit

2. Configure a static route.

Ruijie(config)#ip route 192.168.1.0 255.255.255.0 172.16.1.2

3. Enable DHCP service

Ruijie(config)#service dhcp - >DHCP service is disabled by default.
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4. Create DHCP pool and configure DHCP parameters ---gateway , DNS , subnets

Ruijie(config)#ip dhcp pool vian10

Ruijie(dhcp-config)#network 192.168.1.0 255.255.255.0 ~  ------ >Network subnet
Ruijie(dhcp-config)#dns-server 218.85.157.99 - >DNS Server
Ruijie(dhcp-config)#default-router 192.168.1.254 - >User Gateway

Ruijie(dhcp-config)#exit

5. Save configuration
Ruijie(config)#end

Ruijie#twr

Aggregation switch:
1. Assign IP address to Vlan 10 and SVI 10 is user gateway

Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.1.254 255.255.255.0

Ruijie(config-if-VLAN 10)#exit

2. Convert port connected to Core switch to layer 3 port and assign IP address to it
Ruijie(config)#interface gigabitEthernet 0/24
Ruijie(config-if-GigabitEthernet 0/24)#no switchport
Ruijie(config-if-GigabitEthernet 0/24)#ip address 172.16.1.2 255.255.255.252

Ruijie(config-if-GigabitEthernet 0/24)#exit

3. Configure default route

Ruijie(config)#ip route 0.0.0.0 0.0.0.0 172.16.1.1
4. Enable DHCP service
Ruijie(config)#servicedhcp e >DHCP service is disabled by

default

5. Enable DHCP relay

Ruijie(config)#ip helper-address 172.16.12.1 - >172.16.1.1 is the DHCP Server

6. Save configuration
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Ruijie(config)#end

Ruijiettwr

V. Verification
1. How to display DHCP assignments

ration Tvpe

hours 42 mins  Automatic
hours 44 mins  Automatic

run-------- >cmd-------- >ipconfig /all"

Ethernet adapter..

Connection—specific DNS Suffix
Description . - . . . . .
Phyzical Addres=. . . . .
DHCF Enabled. . . . . . .
Autoconfiguration Enabled
Link—-local IPvEe Address
IPuv4 Address. .

Subnet Mask . .

Leaze Obtained.

Leaze Expires .

Default Gateway

DHCP Server . .

DHCPve IAID . .

DHCPub Client DUID.

DHS Servers . . . .
MetBIOS over Tcpip.

M Gigabit MNetwork Connection
(i

(Preferred?

0—LE-TE-E4

3. How to display status of DHCP relay



2.9.2.3 GRE Tunnel

Function Overview

Generic Routing Encapsulation (GRE) is a protocol that encapsulates data packets of certain network layer protocols (for
example, IP and IPX) so that encapsulated data packets can be transmitted in another network layer protocol (IP). The path
where the encapsulated data packets are transmitted on the network are called a GRE tunnel. A GRE tunnel is a virtual point-

to-point connection, with the devices on its two end encapsulating and decapsulating the data packets.
I. Networking Requirements

Switch A and Switch B are connected to each other over the Internet. The two subnets Group 1 and Group 2 of the private

network that runs the IP are connected to each other through a GRE tunnel between two switches.

Il. Network Topology

Switch A Switch B

Ipwd
Graupl

Tunnel 100 Tunnel 100
5.5.5.4124 6.5.5.5124

lll. Configuration Tips

The configuration of a GRE tunnel covers the following:



1. Tunnel interface No.

2. Tunnel mode (GRE IP mode in this example)
3. Source address of the tunnel

4. Destination address of the tunnel

5. Route of the tunnel

Note: If the addresses of the tunnel interfaces at the two ends of the tunnel are not in the same network segment, configure
the forwarding route of the tunnel from the one end to the remote end so that the encapsulated packets can be forwarded
properly. You can configure a static route or a dynamic one. Configure the route on both ends of the tunnel. For two or more
tunnel interfaces complying with the same encapsulation protocol, do not use the same source address or destination address.
If the source address is configured in the source interface format for the tunnel interface, the source address is the main IP

address of the source interface.
IV. Configuration Steps
Note: The IPv4 packet route between Switch A and Switch B is configured and reachable.
1. On Switch A, configure the following items:
Interface that connects the IPv4 external network
SwitchA#configureterminal
SwitchA(config)#interface GigabitEthernet 2/1
SwitchA(config-if)#ip address 2.2.2.1 255.255.255.0

Interface that connects the IPv4 internal network
SwitchA#configure terminal
SwitchA(config)#interface GigabitEthernet 2/2
SwitchA(config-if)#ip address 1.1.1.1 255.255.255.0

Interface of the GRE IP tunnel
SwitchA#configure terminal
SwitchA(config)#interface Tunnel 100
SwitchA(config-if-Tunnel 100)#tunnel mode gre ip
SwitchA(config-if-Tunnel 100)#ip address 5.5.5.4 255.255.255.0
SwitchA(config-if-Tunnel 100)#tunnel source 2.2.2.1

SwitchA(config-if-Tunnel 100)#tunnel destination 2.2.2.2

Route for entering the tunnel

SwitchA#configureterminal



SwitchA(config)#ip route 3.3.3.0 tunnel 100

2. On Switch B, configure the following items:
SwitchB#configure terminal
SwitchB(config)#interface GigabitEthernet 2/1
SwitchB(config-if)#ip address 2.2.2.2 255.255.255.0
SwitchB#configure terminal
SwitchB(config)#interface GigabitEthernet 2/2
SwitchB(config-if)#ip address 3.3.3.1 255.255.255.0
SwitchB#configure terminal
SwitchB(config)#interface Tunnel 100
SwitchB(config-if-Tunnel 100)#tunnel mode gre ip
SwitchB(config-if-Tunnel 100)#ip address 5.5.5.5 255.255.255.0
SwitchB(config-if-Tunnel 100)#tunnel source 2.2.2.2
SwitchB(config-if-Tunnel 100)#tunnel destination 2.2.2.1
SwitchB#configure terminal

SwitchB(config)#ip route 1.1.1.0 tunnel 100

V. Verification
1. Check the tunnel interface status on Switch A and Switch B.
SwitchA#show interface tunnel 100
Index(dec):9 (hex):9
Tunnel 100 is UP , line protocol is UP
Hardware is Tunnel
Interface address is: 5.5.5.4/24
Interface IPv6 address is:
No IPv6 address
MTU 1476 bytes, BW 9 Kbit
Encapsulation protocol is Tunnel, loopback not set
Keepalive interval is 10 sec ,retries 0.
Carrier delay is 2 sec
Tunnel attributes:

Tunnel source 2.2.2.1, destination 2.2.2.2, routable



Tunnel TOS/Traffic Class not set, Tunnel TTL 254
Tunnel config nested limit is 4, current nested number is 0
Tunnel protocol/transport is greip
Tunnel transport VPN is no set
Key disabled, Sequencing disabled
Checksumming of packets disabled
RX packets
Drop reason(Down: 0, Checksum error: 0, sequence error: 0, routing: 0)
TX packets
Drop reason(Too big: 0, Payload Type error: 0, Nested-limit: 0)
Rxload is 1/255, Txload is 1/255
10 seconds input rate 0 bits/sec, O packets/sec
10 seconds output rate 0 bits/sec, 0 packets/sec
0 packets input, 0 bytes, 0 no buffer, O dropped
Received 0 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
0 packets output, 0 bytes, 0 underruns , 0O dropped

0 output errors, 0 callisions, 0 interface resets

SwitchB#show interface tunnel 100
Index(dec):9 (hex):9
Tunnel 100 is UP , line protocol is UP
Hardware is Tunnel
Interface address is: 5.5.5.5/24
Interface IPv6 address is:
No IPv6 address
MTU 1476 bytes, BW 9 Kbit
Encapsulation protocol is Tunnel, loopback not set
Keepalive interval is 10 sec ,retries 0.
Carrier delay is 2 sec
Tunnel attributes:
Tunnel source 2.2.2.2, destination 2.2.2.1, routable
Tunnel TOS/Traffic Class not set, Tunnel TTL 254

Tunnel config nested limit is 4, current nested number is 0



Tunnel protocol/transport is greip
Tunnel transport VPN is no set
Key disabled, Sequencing disabled
Checksumming of packets disabled
RX packets
Drop reason(Down: 0, Checksum error: 0, sequence error: 0, routing: 0)
TX packets
Drop reason(Too big: 0, Payload Type error: 0, Nested-limit: 0)
Rxload is 1/255, Txload is 1/255
10 seconds input rate 0 bits/sec, 0 packets/sec
10 seconds output rate 0 bits/sec, 0 packets/sec
0 packets input, 0 bytes, 0 no buffer, O dropped
Received 0 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
0 packets output, 0 bytes, 0 underruns , O dropped

0 output errors, 0 collisions, 0 interface resets

2. Ping to the IPv4 address of the remote interface on Switch A.
SwitchA#ping2.2.2.2
Sending 5, 100-byte ICMP Echoes to 2.2.2.2, timeout is 2 seconds:

< press Ctrl+C to break >

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/10ms

2.9.3 IP Routing

2.9.3.1 Static Routes

Overview

Static routes are manually configured so that the packets can be sent to the specified destination network go through the
specified route.  Static routes can be very important if the switch don't support dynamic routing protocol(RIP,OSPF etc.) and

are useful for specifying a gateway of last resort to which all unroutable packets are sent.
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I. Requirements

Configure the switch with static routes and ensure that users in network 1 can communicate with users in network 2

Il. Network Topology

swi __ 192.168.3.0/24  sw,
@ gi0/25 @
Fa0/1 Fa0/1
192.168.1.0/24 192.168.2.0/24

lIl. Configuration Tips

1. Assign IP addresses to SW1 and SW2
2. Configure Static Routes on SW1

3. Configure Static Routes on SW2

4. Save Configuration

IV. Configuration Steps
1. Assign IP address to SW1
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#interface fastethernet 0/1
Ruijie(config-if-FastEthernet 0/1)#no switchport
Ruijie(config-if-FastEthernet 0/1)#ip address 192.168.1.254 255.255.255.0
Ruijie(config-if-FastEthernet 0/1)#interface GigabitEthernet 0/25
Ruijie(config-if-GigabitEthernet 0/25)#no switchport
Ruijie(config-if-GigabitEthernet 0/25)#ip address 192.168.3.1 255.255.255.0

Ruijie(config-if-GigabitEthernet 0/25)#exit
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2. Assign IP address to SW2
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#interface fastethernet 0/1
Ruijie(config-if-FastEthernet 0/1)#no switchport
Ruijie(config-if-FastEthernet 0/1)#ip address 192.168.2.254 255.255.255.0
Ruijie(config-if-FastEthernet O/1)#interface GigabitEthernet 0/25
Ruijie(config-if-GigabitEthernet 0/25)#no switchport
Ruijie(config-if-GigabitEthernet 0/25)#ip address 192.168.3.2 255.255.255.0

Ruijie(config-if-GigabitEthernet 0/25)#exit

3. Configure Static Routes on SW1

Note:
1.When you configure static routes , there're two ways to specify next hop.You can specify an IP address ,or you can

specify a local outgoing interface.

2.We suggest you to use IP address as next hop

Ruijie(config)#ip route 192.168.2.0 255.255.255.0 192.168.3.2  ----- > configure static routes to destination
subnet 192.168.2.0/24 and nexthop is 192.168.3.2

4. Configure Static Routes on SW2

Ruijie(config)#ip route 192.168.1.0 255.255.255.0 192.168.3.1  ----- >configure static routes to destination
subnet 192.168.1.0/24 and nexthop is 192.168.3.1

5. Save Configuration
Ruijie(config)#end

Ruijie#write

V. Verification
1. You can use "ping" on a station in network 1 to verify network connectivity

"run"-->"emd"-->"ping x.x.x.X" (X.X.X.X is a host in network 2)

2. How to display ip routing table
Ruijie#tshow ip route

Codes: C - connected, S - static, R - RIP, B - BGP
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O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

ia - IS-IS inter area, * - candidate default

Gateway of last resort is no set

S

o o O O

Scenario

192.168.2.0/24 [1/0] via 192.168.3.2

192.168.3.0/24 is directly connected, GigabitEthernet 0/25
192.168.3.1/32 is local host.

192.168.1.0/24 is directly connected, FastEthernet 0/1

192.168.1.254/32 is local host.

Information about Floating Static Routes

Configuration Guide

If there're two WAN accesses to two different service providers on your network, you can configure two static routes for each

service provider and one route can be floating static route to ensure a backup or redundant path.

You must configure a floating static route with a higher administrative distance than the primary route that it backs up

I. Requirements

1. There're two accesses to the same destination on switch.

2. Switch switches to the backup route(through G0/26) when the primary route (through G0/25)comes down.

Il. Network Topology

192.168.4.0/24
swi SW2

Fa0/1  192.168.3.0/24 Fa0/1

=P P

192.168.1.0/24 192.168.2.0/24
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[ll. Configuration Tips

1. Assign IP address to SW1 and SW2
2. Configure Floating Static Routes with higher administrator distance than the route it backs up

IV. Configuration Steps

1. Assign IP address to SW1
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#interface fastethernet 0/1
Ruijie(config-if-FastEthernet 0/1)#no switchport
Ruijie(config-if-FastEthernet 0/1)#ip address 192.168.1.254 255.255.255.0
Ruijie(config-if-FastEthernet O/1)#interface GigabitEthernet 0/26
Ruijie(config-if-GigabitEthernet 0/26)#ip address 192.168.4.1 255.255.255.0
Ruijie(config-if-GigabitEthernet 0/26)#interface GigabitEthernet 0/25
Ruijie(config-if-GigabitEthernet 0/25)#ip address 192.168.3.1 255.255.255.0

Ruijie(config-if-GigabitEthernet 0/25)#exit

2. Assign IP address to SW2
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#interface fastethernet 0/1
Ruijie(config-if-FastEthernet 0/1)#ip address 192.168.2.254 255.255.255.0
Ruijie(config-if-FastEthernet 0/1)#interface GigabitEthernet 0/26
Ruijie(config-if-GigabitEthernet 0/26)#no switchport
Ruijie(config-if-GigabitEthernet 0/26)#ip address 192.168.4.2 255.255.255.0
Ruijie(config-if-GigabitEthernet 0/26)#interface GigabitEthernet 0/25
Ruijie(config-if-GigabitEthernet 0/25)#no switchport
Ruijie(config-if-GigabitEthernet 0/25)#ip address 192.168.3.2 255.255.255.0

Ruijie(config-if-GigabitEthernet 0/25)#exit

3. Configure Static Routes on SW1
Note:
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1. When you configure static routes , there're two ways to specify next hop.You can specify an IP address ,or you
can specify a local outgoing interface.

2. We suggest you to use IP address as next hop

Ruijie(config)#ip route 192.168.2.0 255.255.255.0 192.168.3.2 ---->configure static routes to
destination subnet 192.168.2.0/24 and nexthop is 192.168.3.2

Ruijie(config)#ip route 192.168.2.0 255.255.255.0 192.168.4.2 10 ---->configure floating static routes to
destination subnet 192.168.2.0/24 with administrtor distance 10 and nexthop is 192.168.4.2 (by default , the
administrator distance is 1.The smaller the number , the more likely the route will be installed in the ip route

table)

4. Configure Static Routes on SW2

Ruijie(config)#ip route 192.168.1.0 255.255.255.0 192.168.3.1  ---->configure static routes to destination
subnet 192.168.1.0/24 and nexthop is 192.168.3.1

Ruijie(config)#ip route 192.168.1.0 255.255.255.0 192.168.4.1 10  ---->configure floating static routes to
destination subnet 192.168.1.0/24 with administrtor distance 10 and nexthop is 192.168.4.1 (by default , the
administrator distance is 1.The smaller the number , the more likely the route will be installed in the ip route

table)
Ruijie(config)#end

Ruijie#twrite ---->confirm and save

V. Verification
1. This example displays the ip route table on SW1 when port G0/25 comes up

SW1:
Ruijie#tshow ip route
Codes: C - connected, S - static, R - RIP, B - BGP
O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default
Gateway of last resort is no set
S 192.168.2.0/24 [1/0] via 192.168.3.2
C 192.168.4.0/24 is directly connected, GigabitEthernet 0/26
@ 192.168.4.1/32 is local host.
©

192.168.3.0/24 is directly connected, GigabitEthernet 0/25
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© 192.168.3.1/32 is local host.
© 192.168.1.0/24 is directly connected, FastEthernet 0/1

© 192.168.1.1/32 is local host.

2. This example displays the ip route table on SW1 after removing the cable on port G0/25. The floating route has been
installed in ip route table.
SW1:

Ruijie#sho ip route
Codes: C - connected, S - static, R - RIP, B - BGP
O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default
Gateway of last resort is no set

S 192.168.2.0/24 [10/0] via 192.168.4.2

© 192.168.4.0/24 is directly connected, GigabitEthernet 0/26
© 192.168.4.1/32 is local host.
© 192.168.1.0/24 is directly connected, FastEthernet 0/1
© 192.168.1.1/32 is local host.
2.9.3.2 RIP
Overview

The RIP (Routing Information Protocol) is a relatively old routing protocol, which is widely used in small or homogeneous
networks. The RIP uses the distance-vector algorithm, and so is a distance-vector protocol. The RIPv1 is defined in RFC 1058
and the RIPv2 is defined in RFC 2453. Ruijie RGOS supports both two versions.

The RIP exchanges the routing information by using the UDP packets, with the UDP port number to be 520. Usually, RIPv1
packets are broadcast packets, while RIPv2 packetsare multicast packets with the multicast address of 224.0.0.9. The RIP
sends the update packet at the interval of 30 seconds. If the device has not received the route update packets from the peer
within 180 seconds, it will mark all the routes from that device unreachable. After that, the device will delete these routes from
its routing table if it still has not received any update packets from the peer within 120s.

The RIP measures the distanceto the destination in hop, known as route metric. As specified in the RIP, Zero hop exists
when the router directly connects to the network. One hop exists when the router connects to the network through one device

and so on. Up to 16 hops are supported in a network.
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Note: We suggest you to build your network with OSPF rathan than RIP if possible.

I. Requirements

Configure the switch with RIP and ensure that users in network 1 can communicate with users in network 2

Il. Network Topology

R1 192.168.1.2/24 192.168.2.2/24 cwa

.imm gi0/25 @L- , 8i0/26 @1"
%2.158.1.1;’24

SW2  192.168.2.1/24  Fa0/1

G0/1

10.1.1.0/24
10.4.1.0/24

IIl. Configuration Tips

1. Assign IP address to R1, SW2 and SW3.
2. Initialize RIP process and define the corresponding interface on which RIP runs

IV. Configuration Steps
1. Assign IP addresses to R1, SW2 and SW3
Ruijie(config)#hostname R1
R1(config)#interface gigabitEthernet 0/0
R1(config-GigabitEthernet 0/0)#ip address 192.168.1.1 255.255.255.0
R1(config-GigabitEthernet 0/0)#exit
R1(config)#interface gigabitEthernet 0/1
R1(config-GigabitEthernet 0/1)#ip address 10.1.1.1 255.255.255.0

R1(config-GigabitEthernet 0/1)#exit

Ruijie(config)#hostname SW2

SW2(config)#interface gigabitEthernet 0/25
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SW2(config-if-GigabitEthernet 0/25)#no switchport
SW2(config-if-GigabitEthernet 0/25)#ip address 192.168.1.2 255.255.255.0
SW2(config-if-GigabitEthernet 0/25)#exit

SW2(config)#interface gigabitEthernet 0/26

SW2(config-if-GigabitEthernet 0/26)#no switchport
SW2(config-if-GigabitEthernet 0/26)#ip address 192.168.2.1 255.255.255.0

SW2(config-if-GigabitEthernet 0/26)#exit

Ruijie(config)#hostname SW3

SW3(config)#interface gigabitEthernet 0/26
SW3(config-if-GigabitEthernet 0/26)#no switchport
SW3(config-if-GigabitEthernet 0/26)#ip address 10.4.1.1 255.255.255.0
SW3(config-if-GigabitEthernet 0/26)#exit

SW3(config)#interface fastEthernet 0/1

SW3(config-if-FastEthernet 0/1)#no switchport
SW3(config-if-FastEthernet 0/1)#ip address 192.168.2.2 255.255.255.0

SW3(config-if-FastEthernet 0/1)#exit

2. Initialize RIP process and define the the corresponding interface on which RIP runs
Note:

1. There're two RIP version : version 1 and version 2. RIPv2 utilizes multicast to propagate routing update
instead of broadcast which RIPv1 utilizes.In addistion , RIPv2 routing update carries routing mask information
which RIPv1 doesn't carry.
2. When you enter "network" command in RIP configuration mode to define interfaces on RIP , you can only
define classful ip address range ,such as 10.0.0.0/8 or 172.16.0.0/16 ,and all interfaces belongs to the classful
ip address range are defined on RIP.
3)By default,RIP auto summary is enabled and the switch auto summarizes subprefixes when crossing
classful network boundaries.We suggest you to disable auto summary and summarize routes manually in
case that switch learns incorrect routes when crossing incontinuous network.

R1(config)#router rip

R1(config-router)#version2 - >specify RIP version 2
R1(config-router)#no auto-summary - >disable auto-summary
R1(config-router)#network 192.168.1.0 - >define ip address range 192.168.1.0 on RIP

R1(config-router)#network 10.0.0.0



R1(config-router)#exit

SW2(config)#router rip
SW2(config-router)#version 2
SW2(config-router)#no auto-summary
SW2(config-router)#network 192.168.1.0
SW2(config-router)#network 192.168.2.0

SW2(config-router)#exit

SW3(config)#router rip
SW3(config-router)#version 2
SW3(config-router)#no auto-summary
SW3(config-router)#network 192.168.2.0
SW3(config-router)#network 10.0.0.0

SW3(config-router)#exit

V. Verification

This example shows how to display IP route table and RIP routing information is propagated all over the network correctly

Rl#show ip route

Codes: C - comnected, 5 — static, E - EIF, B - BGP
0 - O5FF, IA - OSFF inter area
M1 - O5FF NSSA external type 1, N2 — QOSPF NSSA external type 2
El - O5FF external type 1, EZ — O5PF external type 2
1 - IS-I5, su - IS-IS5 summary, L1 — IS-IS lewel-1l, L2 — IS-IS lewel-Z
ia = I5-IS inter area, ¥ — candidate default

Gateway of last resort 1s no set

[ 1.1.1.1/53% iz local host.

Q 10.1.1.0/24 is directly connected, GigabitEthernet 0/1

[ 10,1.1.1/32 is local host.

i 10.4.1.0/24 [120/2] wia 192.168.1.2, 00:00:17, GigabitEthernet 0/0 |

Q 192, 168.1.0/24 is directly cormected, GigabitEthernet 0/0

[ 192, 168.1.1/32 is local host.

R 192.168.2.0/24 [120/1] wvia 192.168.1.2, 00:07:19, GigabitEthernet 0/0|
2.9.3.3 OSPF

Overview
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OSPF (Open Shortest Path First) is an internal gateway routing protocol based on link status developed by the IETF OSPF
work group. OSPF, a routing protocol specific for IP, directly runs on the IPlayer. Its protocol number is 89. OSPF packets
are exchanged in multicast form using the multicast address 224.0.0.5 (for all OSPF routers) and 224.0.0.6 (for specified
routers).

Note: we recommend that you can give priority to OSPF to build your network

I. Requirements

Use OSFP to build your network and every node in the network can communicate with each other.

Il. Network Topology

o R2 192.168.3.2/24
192.168.1.2/24 192.168.2.2/24 SW3 swa
e, i0/0 Fa0/0 gi0/26 0 gi0/25 O
AREA 1! v OSPF Area 0 : AREA 2
192.168.1.1/24 Fa0/1
10.1.1.0/24 10.4.1.0/24

lIl. Configuration Tips

1. Assign IP addresss to R1, R2 SW3 and SW4

2. Initialize OSPF process on all devices and define corresponding interfaces which OSPF runs and define the area ID
for those interfaces.

3. (Optional) Modify network type on interfaces that have OSPF enabled

IV. Configuration Steps
1. Assign IP addresss to R1, R2 SW3 and SW4
Ruijie(config)#hostname R1
R1(config)#interface gigabitEthernet 0/0
R1(config-GigabitEthernet 0/0)#ip address 192.168.1.1 255.255.255.0
R1(config-GigabitEthernet 0/0)#exit
R1(config)#interface gigabitEthernet 0/1
R1(config-GigabitEthernet 0/1)#ip address 10.1.1.1 255.255.255.0

R1(config-GigabitEthernet 0/1)#exit
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R1(config)#interface looppacko >configure IP address of
Loopback 0 as OSPF Router-id

R1(config-if-Loopback O)#ip address 1.1.1.1 255.255.255.255

R1(config-if-Loopback 0)#exit

Ruijie(config)#hostname R2

R2(config)#interface fastEthernet 0/0

R2(config-if-FastEthernet 0/0)#ip address 192.168.1.2 255.255.255.0
R2(config-if-FastEthernet 0/0)#exit

R2(config)#interface fastEthernet 0/1

R2(config-if-FastEthernet 0/1)#ip address 192.168.2.1 255.255.255.0
R2(config-if-FastEthernet 0/1)#exit

R2(config)#interface loopback O

R2(config-if-Loopback 0)#ip address 2.2.2.2 255.255.255.255

R2(config-if-Loopback 0)#exit

Ruijie(config)#hostname SW3

SW3(config)#interface GigabitEthernet 0/26

SW3(config-if-GigabitEthernet 0/26)#no switchport
SW3(config-if-GigabitEthernet 0/26)#ip address 192.168.2.2 255.255.255.0
SW3(config-if-GigabitEthernet 0/26)#exit

SW3(config)#interface GigabitEthernet 0/25

SW3(config-if-GigabitEthernet 0/25)#no switchport
SW3(config-if-GigabitEthernet 0/25)#ip address 192.168.3.1 255.255.255.0
SW3(config-if-GigabitEthernet 0/25)#exit

SW3(config)#interface loopback 0

SW3(config-if-Loopback 0)#ip address 3.3.3.3 255.255.255.255

SW3(config-if-Loopback 0)#exit

Ruijie(config)#hostname SW4

SW4(config)#interface gigabitEthernet 0/25

SW4(config-if-GigabitEthernet 0/25)#no switchport
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SW4(config-if-GigabitEthernet 0/25)#ip address 192.168.3.2 255.255.255.0
SW4(config-if-GigabitEthernet 0/25)#exit

SW4(config)#interface gigabitEthernet 0/1

SW4(config-if-GigabitEthernet 0/1)#no switchport
SW4(config-if-GigabitEthernet 0/1)#ip address 10.4.1.1 255.255.255.0
SW4(config-if-GigabitEthernet 0/1)#exit

SW4(config)#interface loopback 0

SW4(config-if-Loopback 0)#ip address 4.4.4.4 255.255.255.255

SW4(config-if-Loopback 0)#exit

2. Initialize OSPF process on all devices and define corresponding interfaces which OSPF runs and define the
area ID for those interfaces.
Note:
1) OSPF doesn't propagate process ID to neighbor ,so process ID can be different in a OSPF area.
2)OSPF detects peer neighbor area ID in hello packet while establishing OSPF neighbor. OSPF area ID of OSPF
neighbor must match.

R1(config)#router ospf2 e >enable OSPF globally , and
process IDis 1

R1(config-router)#network 192.168.1.1 0.0.0.0 areal  ----- >0OSPF area 1 runs on interface 192.168.1.1
R1(config-router)#network 10.1.1.1 0.0.0.0 area 1

R1(config-router)#exit

R2(config)#router ospf 1
R2(config-router)#network 192.168.1.2 0.0.0.0 area 1
R2(config-router)#network 192.168.2.1 0.0.0.0 area 0

R2(config-router)#exit

SW3(config)#router ospf 1
SW3(config-router)#network 192.168.2.2 0.0.0.0 area 0
SW3(config-router)#network 192.168.3.1 0.0.0.0 area 2

SW3(config-router)#exit

SW4(config)#router ospf 1

SW4(config-router)#network 192.168.3.2 0.0.0.0 area 2



SW4(config-router)#network 10.4.1.1 0.0.0.0 area 2

SWA4(config-router)#exit

3. (Optional)Modify network type on interfaces that have OSPF enabled
Note: By default, OSPF interface network type is broadcast in Ethernet and it costs about 40 seconds to elect
DR/BDR . We recommend that you modify network type to point-to-point type in Ethernet to accelerate OSPF

neighbor convergence.
R2(config)#interface fastEthernet 0/1

R2(config-if-FastEthernet 0/1)#ip ospf network point-to-point ~ ----- >modify OSPF interface network type

to point-to-point  ( you must configure both OSPF peers at the same time)

R2(config-if-FastEthernet 0/1)#exit

SW3(config)#interface fastEthernet 0/1
SW3(config-if-FastEthernet 0/1)#ip ospf network point-to-point

SW3(config-if-FastEthernet 0/1)#exit

V. Verification
1. How to display OSPF neighbor table

R2#show ip ospf neighbor

0SPF process 1, 2 Neighbors, 2 is Full:

Neighbor ID Pri State BFD State Dead Time  Address Interface

1.1.1.1 1  Full/IR - 00:00:33 192, 168.1.1 FastEthernet 0/0

3.3.3.3 1 BDR - 00:00:29  [192.168.2.2| [FastEthernet 0/1]
peer address local port

2. How to display IP route table



Rl#shaow ip route

Codes: C - comnected, 5 - static, R - RIF, B - BGP
0 - 0O5FF, I4 - 0O5PF inter area
N1 - OSFF NSS4 external tvpe 1, NZ — 0SPF NSS4 external tvpe 2
El - OSFF external type 1, EZ - OSPF external type 2
i - I5-1I5, su - I5-I5 summary, L1 - IS-I5 lewel-1, L2 - IS-IS lewvel-Z
ia - IS-IS inter area, * - candidate default

Gateway of last resort is no set

C 1.1.1.1/32 i= local host.

C 10,1.1.0/24 iz directly comnected, GigabitEthernet 071
10,1.1.1/32 iz local host.

IA 10.4.1. 024 [110/4] wia 192.16H. 1.2, 00:00:3L, GigabitEthernet 00 |
192.168.1.0/24 is directly commected, GigabitEthernet 070
192,168.1.1/32 is local host.

Th 192,168 2.0/24 [110/2] wia 192.168.1.2, 01:40:00, 3igabitEthernet 0/0

TA 192 1682 3.0/24 [110/3] wia 192.168.1.2, 01:39:05, GigabitBEthernet 0/0

C
1]
C
C
0
i

Redistribution

Overview

To support the routers to run multiple routing protocol processes, Ruijie product provides the function for redistributing the route
information from one routing process to another routing process .For example, you can redistribute the routes in the OSPF
routing area to the RIP routing area, or those in the RIP routing area to the OSPF routing area. Routes can be redistributed
among all the IP routing protocols.

I. Requirements

Redistribute static route into OSPF process.All nodes in OSPF area can communicate with nodes in 10.1.2.0/24

Il. Network Topology
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R2

SW1
192.168.1.2/24

L Gi0/2 Fa0/0
@ aRea 1
192.168.1.1/24

Gio/1
192.168.11.1/24

gi0/26

OSPF Areal
Fa0/1
192.168.2.1/24

static route

Ill. Configuration Tips

1. Assign IP address and initialize OSPF process
2. Configure a static route on SW1 pointing to subnet 10.1.2.0/24

3. Redistribute static route into OSPF process

IV. Configuration Steps

1. Assign IP addresss and initialize OSPF process
see Chapter OSPF ----> Configuring basic OSPF

2. Configure a static route on SW1 pointing to subnet 10.1.2.0/24

SW1(config)#ip route 10.1.2.0 255.255.255.0 192.168.11.2

3. Redistribute static route into OSPF
Note:

1) This example shows the OSPF redistribution commands:

SW1(config)#router ospf 1
SW1(config-router)#redistribute ?
bgp Border Gateway Protocol (BGP)

connected Connected

ospf Open Shortest Path First (OSPF)
rp Routing Information Protocol (RIP)
static Static routes
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2) There are 2 types of redistributing external routes --- type 1 and type 2. The caculation method for route
metic of Type 1 and Type 2 is different.
a. The metric of type 1 is the addition of the external cost and the internal cost used to reach that route. A
type 1 route is always preferred over a type 2 route for the same destination.
b. The metric of a type 2 route is always the external cost, irrespective of the interior cost to reach that
route. By default, the redistributed external routes is type 2

SW1(config)#router ospf 1
SW1(config-router)#redistribute static metric-type ?
1 Set OSPF External Type 1 metrics

2 Set OSPF External Type 2 metrics

3) Only the routes that has been installed in IP route table can be redistribute into OSPF process.You can
use "show ip route” EXEC command to verify it.

4) You must add keyword "subnets" when you redistribute routes into OSPF , otherwise only classful routes
will be redistributed.

This example shows how to redistribute static route into OSPF process.
SW1(config)#router ospf 1

SW1(config-router)#redistribute static subonets - >redistribute static routes

SW1(config-router)#exit

V. Verification

How to display IP route table and verify the reditributed routes

EZ#show ip route

Codes: © - connected, 5 - static, B - RIF, B - BGF
0 — 0O5PF, IA - OSFF inter area
N1 - OSFF NSSA external tyvpe 1, NZ — O5FF Nooh external tyvpe 2
El - OSFF external tvpe 1, EZ — O5PF external type 2
i - I5-I5, su — IS-IS summary, L1 - IS-I5 lewel-1, LZ - I5-I5 level-2
ia - I5-I5 inter area, * — candidate default

Gateway of last resort 1s no set

C 2.2.2.2/32 iz local host.

0 1001.1.0/24 [110/2] wia 192.163.1.1, 02:16:22, FastEthernet 0/0
0E2 10.1.2.0/24 [110/20] via 192.168.1.1, 00:11:03, FastEthernet 0/0 |
C 192,168, 1. 0/24 iz directly connected, FastEthernet 0/0

» 192,168, 1, 2/32 1s local host.

i 192, 168. 2. 0/24 iz directly commected, FastEthernet 041

c

]

192,168, 2. 1/32 is local host.
I 192,168, 3.0/24 [110/2] wia 192.168.2.2, 01:19:29, FastEthernet 0/1
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Summary

Overview

You can configure OSPF summary to reduce route numbers, decrease load of device resources.
Note: You can enable OSPF summary on ABR and ASBR ONLY

I. Requirements

Configure OSPF summary to reduce routes number on SW1

Il. Network Topology

R2 192.168.3.2/24
SwWa

SwWil
192.168.1.2/24 192.168.2.2/24

O Gio/2 Fa0/0
@ AREA 1 -

192.168.1.1/24

gi0/26

O5PF Areal
Fa0/1
192.168.2.1/24

192.168.3.1/24
Gio/1

192.168.11.1/24

10.4.1.0/24

static route

IIl. Configuration Tips

You can configure OSPF summary on ABR(area border router) or ASBR(Autonomous System Border Router).

IV. Configuration Steps

1. Assign IP addresses and initial OSPF process
see Chapter OSPF ----> Configuring basic OSPF

2. Redistribute static routes that pointing to subnet 10.1.2.0/24 into OSPF on SW1
see Chapter OSPF ----> Redistribution

3. Configure OSPF inter-area summary
This example specifies one summary route to be advertised by the ABR to other areas for all subnets on network
10.4.0.0/16

SW3(config)#router ospf 1
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SW3(config-router)#area 2 range 10.4.0.0 255.255.0.0  ----- >summarised internal routes(2 indicates the

identifier of the area about which routes are to be summarized)

SW3(config-router)#exit

4. External routes summary
This example specifies one summary route to be advertised by the ASBR to other areas for all subnets on network
10.1.0.0/16

SW1(config)#router ospf 1
SW1(config-router)#summary-address 10.1.0.0 255.255.0.0 - >summarise external routes

SW1(config-router)#exi

V. Verification
How to display IP route table and verify summarised routes

E2#show ip route

Codes: € - connected, 5 - static, E - EIF, B - BGF
0 - 05FF, I& - OSPF inter area
N1 — O5FF NSSA external tvpe 1, NZ - O5FF NSSA external tyvpe 2
El — O5FF external type 1, EZ - OSPF external type 2
1 - I5-1I5, su - I5-I5 summary, L1 - IS-IS level-1, LZ2 - I5-I5 lewvel-2
1a — I5-IS5 inter area, * - candidate default

Gateway of last resort is no set

C 2.2.2.2/32 is local host.

b E2 10,1.0.0/16 [110/20] wia 192,168,1.1, 00:02:02, FasgtFEthernet 0/0 |
] 10.1.1.0/24 [110/2] wia 192.168.1.1, 02:42:53, FastEthernet 0/0

D I& 10.4.0.0/16 [110/3] via 192.168. 2.2, 00:04:23, FastEthernet 0/1]
C 192.168.1.0/24 iz directly connected, FastEthernet 0/0

C 192.168.1.2/32 1s local host.
C
C
0

192.168.2.0/24 iz directly connected, FastEthernet 0/1
192,168, 2,.1/32 1s local host.
Ta 192 168 2.0/24 [110/2] wia 192.168. 2.2, 01:46:01, FastEthernet 0/1

Stub area

Overview

If an area is the OSPF leaf area (not a backbone area or Transit area) and no routes are imported on the devices in the area,
configure the area to a STUB area. The STUB area can learn only three kinds of routes: inter-area routes, ABR advertised
default routes, and routes from other areas. Without a large number of external routes, the routing tables of the devices in the
STUB area are small, which reduce device resources. The devices in the STUB area are medium and low end devices.



S86E Implementation Cookbook V1.1 Configuration Guide

Routers in Stub area don't propagate class 4 and class 5 LSA(external routes), so this action reduces the size of LSA database
and route table . ABR of stub area also creates a class 3 inter-area (O *IA) default route automatically to ensure nodes in stub

area can communicate with nodes in other areas.
I. Requirements
1. Configure area 2 as a Stub Area to filter class 4 and class 5 LSA.

2. Configure area 2 as a Totally Stub Area to filter class3, 4 and 5 LSA.

Il. Network Topology

i R2 ¥ 192.168.3.2/24
192.168.1.2/24 S Swa SW4
U Gi0/2 Fa0/0 gio/26 U gi0/25 S
@ ares 1 OSPF Areal : A 2 =
192.168.1.1/24 Fa0/1 192.168.3.1/24

Gio/1 192.168.2.1/24

192.168.11.1/24

10.4.1.0/24

static route

IIl. Configuration Tips

1. ABR of a Stub area filters class 4 and 5 LSA and creates a class 3 default route
2. ABR of a Totally Stub area filters class 3,4 and 5 LSA and creates a class 3 default route .
3. You cannot redistribute routes into a stub area.

IV. Configuration Steps

1. Configuring Stub area
1.1. Assign IP addresses and configure initial OSPF
see Chapter OSPF ----> Configuring basic OSPF

1.2. Configure a static route on SW1 and redistribute the static route into OSPF
see Chapter OSPF ----> Redistribution

1.3. Configuring area 2 as Stub area

Note:
1) You must configure all routes in Stub area with the "stub" command
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2) You cannot configure area 0 as Stub area.
SW3(config)#router ospf 1
SW3(config-router)#area 2 stub - >specify SW3 in stub area 2

SW3(config-router)#exit

R4(config)#router ospf 1
R4(config-router)#area 2 stub

R4(config-router)#exit

2. Configuring Totally stub area
2.1. Assign IP addresses and configure basic OSPF parameters
see Chapter OSPF ----> Configuring basic OSPF

2.2. Configuring a static route on SW1 and redistribute static route into OSPF
see Chapter OSPF ----> Redistribution

2.3. Configuring area 2 as Totally Stub area
Note: You must configure all routes in Totally Stub area with the "stub no-summary" command

SW3(config)#router ospf 1
SW3(config-router)#area 2 stub no-summary  ----- >specify SW3 in Totally Stub area 2

SW3(config-router)#exit

R4(config)#router ospf 1
R4(config-router)#area 2 stub

R4(config-router)#exit

V. Verification
1. In a stub area, display IP route table and verify that no external route is installed and ABR creates a class-3 default

route.



Ed#show ip route

Codes: C - comnected, 5 - static, E - REIF, B - BGP
0 - 05PF, IA - OS5FF inter area
N1 — OSPF NSSA external tvpe 1, NZ — O5FF NSSA external type 2
El - 03PF external twvpe 1, EZ - 0O5PF external tvpe 2
i - I5-1I5, su - IS-I5 summary, L1 — IS-IS lewel-1, LZ - IS-I5 level-Z2
ia — I5-I5 inter area, * - candidate default

Gateway of last resort is 192.168.3.1 to network 0.0.0.0
|D*IE 0.0.0.0/0 [110/2] wia 192.162.3.1, 00:06:08, GigabitEthernet 0/0 |
C d4.4.4.4/32 15 local host.
0 I4 10.1.1.0/24 [110/4] wia 192.168. 3.1, 00:05:55, GigabitEthernet 0/0 |
C 10,4.1.0/24 is directly comnected, GigakitEthernet 0/1
10.4.1.1/32 iz local host.
4192 168.1.0/24 [110/3] wia 192.168. 3.1, 00:05:55, GigahitBEthernet 0/0
A 192 168, 2.0/24 [110/2] wia 192.168. 3.1, 00:06:06, GigabitBEthernet 0/0
192,168, 3. 0/24 is directly comnected, GigabitBEthernet 070
c 192,168, 3. 2/32 iz local host.

2. In a Totally stub area , display IP route table and verify that no inter-area route and external route are intalled and

— o

C
u
i
¢

ABR creates a class-3 default route.

Ed#show ip route

Codes: C - connected, 5 — static, E - EIF, B - BGP
0 - OSFF, IA - QOSPF inter area
N1 — OSPF NS5A external type 1, N2 — O3PF NS3A external tvpe Z
El - 05FF external tvpe 1, EZ2 — OSFF external tyvpe 2
1 - I5-I5, su - IS-I5 summary, L1 - IS-IS lewel-l, L2 - I5-I5 lewvel-2
ia — I53-I5 inter area, * - candidate default

Gateway of last resort 1s 192.168.3.1 to network 0.0.0.0

T4 0.0.0,0/0 [110/2] wia 192.168.3.1, 00:15:23, GigabitEthernet 0/0 |
C 4. 4,4, 4/32 is local host.

Q 10.4.1.0/24 is directly comnected, GigabitEthernet 0/1

C 10.4.1.1/32 is local host.
C
c

192,168, 3. 0,/24 is directly commected, GigabitEthernet 0/0
192,168, 3, 2/32 15 local host.

NSSA area

Overview

Routers in NSSA (not so stub area) don't propagate class 4 and class 5 LSA, so this action reduces the size of LSA database

and route table. In addition, you can redistribute routes into a NSSA.

I. Requirements

1. Configure area 2 as a NSSA to filter class 4 and 5 LSA ,then redistribute external static routes into NSSA.
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2. Configure area 2 as a Totally Stub Area to filter class 3, 4 and 5 LSA , then redistribute external static routes into

Totally NSSA Area.

Il. Network Topology

192.168.3.2/24

SW1 sw2
192.168.1.2/24 192.168.2.2/24
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192.168.1.1/24 Fa0/1 83124 o)
AREA 2 NSSATotallyNS SA i
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Gio/1
192.168.11.1/24

static route static route ‘ .
Al

Ill. Configuration Tips

1. ABR of a NSSA filters class 4 and 5 LSA,,but doesn't creates a class 3 default route
2. ABR of a Totally NSSA filters class 3,4 and 5 LSA and creates a class 3 default route .
3. You can redistribute routes into a NSSA or totally NSSA.

IV. Configuration Steps

1. Configuring NSSA area
1.1. Assign IP addresss and configure basic OSPF parameters

see Chapter OSPF ----> Configuring basic OSPF

1.2  Configure static routes on SW1 and R4 ,then redistribute static routes into OSPF

see Chapter OSPF ----> Redistribution

1.3 Configure Area 2 as NSSA

Note:
1) You must configure all routes in NSSA with the "nssa" command

2) You cannot configure area 0 as Stub area.

R3(config)#router ospf 1

R3(config-router)#area 2 nssa ---->specify R3in NSSA area 2

R3(config-router)#exit
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R4(config)#router ospf 1
R4(config-router)#area 2 nssa

R4(config-router)#exit

2. Configuring Totally NSSA area
2.1 Assign IP addresss and configure basic OSPF parameters
see Chapter OSPF ----> Configuring basic OSPF

2.2 Configure static routes on SW1 and R4 ,then redistribute static routes into OSPF
see Chapter OSPF ----> Redistribution

2.3 Configure Area 2 as Totally NSSA area

Note:
You must configure all routes in totally NSSA with the "nssa no-summary" command

R3(config)#router ospf 1
R3(config-router)#area 2 nssa no-summary — ----- > specify R3 in totally NSSA area 2

R3(config-router)#exit

R4(config)#router ospf 1s
R4(config-router)#area 2 nssa

R4(config-router)#exit

V. Verification
1. In NSSA, display IP route table and verify that no external route (O E1 and O E2)is installed and ABR doesn't creates

a class-3 default route.In addition ,you can redistribute routes into NSSA in the format (O N1 and O N2)



Rd#tshow ip route

Codes: C - connected, 5 - static, BE - EIP, B - BGF
0 - 0O5PF, IA - OS5FF inter area
N1 - 0OSPF NS5A external type 1, NZ2 - 0OSPF NSS5A external type 2
El - 0O5PF external type 1, EZ — OSFF external type 2
i - I5-I5, su - I5-I5 summary, L1 - IS-I5 lewel-1, L% — IS5-IS lewvel-Z
ia - I5-I5 inter area, * — candidate default

Gateway of last resort is no set
4, 4.4, 4/32 iz local host.
TA 10.1.1.0/24 [110/4] via 192.168.3.1, 00:12:03, GigabitEthernet 0/0 |
10.4.1.0/24 is directly connected, GigabitEthernet 071
10.4.1.1/32 is local host.
10.4.2.0/24 [1/0] via 192.168.14. 2
T4 192,168.1.0/24 [110/3] wia 192,168, 3.1, 00:12:03, GigabitEthernet 0/0
T4 192,168.2.0/24 [110/2] wia 192.168.3.1, 00:12:03, GigabitEthernet 0/0
192,168, 3. 0/24 is directly comnected, GigabitEthernet 0/0
192,168, 3. 2/32 is local host.
192, 168,14, 0/24 is directly conmected, GigabitEthernet 0/2
192.168.14.1/3% 1g local host.

Lo e T s e o o I o e ] o

Eittshow ip route

Codes: © - commected, 5 — static, R - RIF, B - BGF
0 - 0O5FF, IA - O5FF inter area
N1 - OSFPF NSSA external twvpe 1, N2 - 0O5PF NSSA external type 2
El - OSFF external tyvpe 1, E2 — OSFF external type 2
i - I5-I5, su - I5-I5 summary, L1 — IS-I5 lewvel-l, LZ - IS-I5 lewvel-2

ia — I5-I5 inter area, * - candidate default

zateway of last resort is no set
3.03.3.5/32 1= local host.
I& 10.1.1.0/24 [110/3] wia 192.168.2.1, 00:44:30, FastEthernet 0/1
E2 10.1.2.0/24 [110/20] wia 192.168.2.1, 00:44:30, FastEthernet 0/1
10.4.1.0/24 [110/2] wia 192, 168.3.2, 00:13:26, FastEthernet 0/0
Nz 10.4.2.0/24 [110/20] via 192.168.3.2, 00:02:48, FastEthernet 0/0 |
T4 192.168.1.0/24 [110/2] via 192.168.2.1, 00:44:30, FastEthernet 0/1
192,168, 2. 0/24 is directly commected, FastEthernet 0/1
192,168, 2. 2/32 iz local host.
192,168, 3.0/24 is directly connected, FastEthernst 0/0
192,168, 3.1/32 is local host.

1011 O|SD| S O O

2. In totally NSSA , display IP route table and verify that no external route (O E1 and O E2) ,or inter-area route(O
IA)are installed and ABR creates a class-3 default route.In addition ,you can redistribute routes into totally NSSA in
the format (O N1 and O N2)



Ed#tshow ip route

Codes: © - connected, 5 - static, E - EIF, B - BGF
0 - 05PF, I4 - OSFF inter area
N1 - OSPF NSSA external tvpe 1, NY — 0O5PF NSS4 external twpe 2
El - 0OSFF external tvpe 1, EZ - O5PF external twpe 2
i - I5-1I5, su - I5-I5 summary, L1 - IS-IS lewel-1, LZ - IS-I5 lewvel-Z
ia — I5-I5 inter area, * - candidate default

zateway of last resort is 192, 168.3.1 to network 0.0.0.0

OkI4 0.0.0.0/0 [110/2] wia 192, 168. 3.1, 00:01:49, GigabitEthernet Uf0|
4.4, 4, 4/32 iz local host.

10.4.1.0/24 iz directly connected, GigabhitBEthernet 0/1
10,4.1.1/532 is local host.

10.4.2.0/24 [1/0] wia 192.168.14.2

192,168, 3. 0/24 is directly cormnected, GigabitEthernet 0/0
192,168, 2, 2/32 is local host.

192, 168,14, 0/24 is directly connected, GigabitEthernet 0/2

192, 168.14.1/32 is local host.

L T e T e T o T e R e

Ea#show ip route

Codes: © - commected, 5 - static, K - REIP, B - BGF
0 - 0SPF, I& - OSPF inter area
M1 - 0OS5PF NSSA external type 1, N2 - 0OSPF NSSA external tyvpe 2
El - 05PF external type 1, E2 - 0SPF external type 2
i - I5-I5, su - IS-1I5 summary, L1 - IS-IS lewel-1, L2 - IS-IS lewvel-2

ia — I5-IS inter area, * - candidate default

Gateway of last resort 1s no set

C 3.3.3.3/32 is local host.

0 I4 10.1.1.0/24 [110/3] via 192.168.2.1, 00:50:49, FastEthernet 0/1
0E2 10.1.2.0/24 [110/20] wia 192.168.2.1, 00:50:49, FastEthernet 0/1

0 10.4.1.0/24 [110/2] wia 192.168.3.2, 00:19:45, FastEthernet 0/0

[0 NZ 10.4.2.0/24 [110/20] wia 192.168.3.2, 00:09:06, FastEthernet 0/0 |
0 T4 192 168.1.0/24 [110/2] via 192.168. 2.1, 00:50:49, FastEthernet 0/1

C 192,168, 2. 0/24 is directly connected, FastEthernet 041
c 192.168. 2. 2/32 is local host.
C 192,168, 3. 0/24 is directly comnected, FastEthernet 0/0
c 192.168. 3.1/32 is local host.

2.9.3.4 BGP

2.9.3.4.1 Basic iBGP Configuration

Scenario

External gateway protocols such as the BGP are mainly applied on large-scale networks for the transmission of large-quantity

IGP routes. In addition, the BGP flexibly provides some properties for routing control. Major scenarios include networks of
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telecom operators and secondary or tertiary ISPs, provincial backbone networks of financial industries, and municipal e-
government networks. Generally, the BGP is not independently deployed in these scenarios, but is deployed together with the
MPLS in BGP + MPLS VPN networking mode. The iBGP is a routing protocol used in BGP connection setup between devices
connected to the same AS.

I. Networking Requirements

1. Switch 1, Switch 2, and Switch 3 are switches of AS123. Switch 1 and Switch 2 are configured as iBGP neighbors, and
Switch 2 and Switch 3 are configured as iBGP neighbors.

2. The route information is delivered to the neighbor over the iBGP.

Il. Network Topology
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IIl. Configuration Tips
1. Determine the source address for BGP neighbor update.
Note:

1) If the eBGP neighbor is on the edge of the AS, it is recommended that adirect-connection interface is used as the update

source address. In this case, you do not have to setup an IGP route between the update source addresses.

2) If the iIBGP neighbor is inside the AS, it is recommended that a loopback address be used as the update source address. A
loopback address is more reliable (which will not cause BGP neighbor turbulence at a physical circuit failure). Generally, IGP

routes between update source addresses are deployed within the AS.

2. The iBGP features horizontal segregation. That is, the route learned from one iBGP neighbor are not delivered to another
iBGP neighbor (but will be delivered to an eBGP neighbor).

IV. Configuration Steps
Note:

Rename the devices as SW1, SW2, and SW3 according to the preceding topology and perform the following configurations:
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1. Configure the basic IP addresses for the devices on the network.
Ruijie(config)#hostname SW1
SW1(config)#interface gigabitEthernet 1/2
SW1(config-if-GigabitEthernet 1/2)#no switchport
SW1(config-if-GigabitEthernet 1/2)#ip address 192.168.1.1 255.255.255.0
SW1(config-if-GigabitEthernet 1/2)#exit
SW1(config)#interface gigabitEthernet 1/1
SW1(config-if-GigabitEthernet 1/1)#no switchport
SW1(config-if-GigabitEthernet 1/1)#ip address 10.1.1.1 255.255.255.0
SW1(config-if-GigabitEthernet 1/1)#exit
SW1(config)#interface loopback 0
SW1(config-if-Loopback O)#ip address 1.1.1.1 255.255.255.255
SW1(config-if-Loopback 0)#exit

Ruijie(config)#hostname SW2

SW2(config)#interface gigabitEthernet 1/1

SW2(config-if-GigabitEthernet 1/1)#no switchport
SW2(config-if-GigabitEthernet 1/1)#ip address 192.168.1.2 255.255.255.0
SW2(config-if-GigabitEthernet 1/1)#exit

SW2(config)#interface gigabitEthernet 1/2

SW2(config-if-GigabitEthernet 1/2)#no switchport
SW2(config-if-GigabitEthernet 1/2)#ip address 192.168.2.1 255.255.255.0
SW2(config-if-GigabitEthernet 1/2)#exit

SW2(config)#interface loopback 0

SW2(config-if-Loopback 0)#ip address 2.2.2.2 255.255.255.255

SW2(config-if-Loopback 0)#exit

Ruijie(config)#hosthname SW3

SW3(config)#interface gigabitEthernet 1/1
SW3(config-if-GigabitEthernet 1/1)#no switchport
SW3(config-if-GigabitEthernet 1/1)#ip address 10.4.1.1 255.255.255.0
SW3(config-if-GigabitEthernet 1/1)#exit

SW3(config)#interface gigabitEthernet 1/2

SW3(config-if-GigabitEthernet 1/2)#no switchport



SW3(config-if-GigabitEthernet 1/2)#ip address 192.168.2.2 255.255.255.0
SW3(config-if-GigabitEthernet 1/2)#exit

SW3(config)#interface loopback 0

SW3(config-if-Loopback 0)#ip address 3.3.3.3 255.255.255.255
SW3(config-if-Loopback 0)#exit

2. Enable OSPF for the entire network and set to notify the corresponding interface to the OSPF process so that the

loopback interfaces on the entire network are reachable.
SW1(config)#router ospf 1
SW1(config-router)#network 192.168.1.1 0.0.0.255 area 0
SW1(config-router)#network 1.1.1.1 0.0.0.0 area 0

SW1(config-router)#exit

SW2(config)#router ospf 1
SW2(config-router)#network 192.168.1.2 0.0.0.255 area 0
SW2(config-router)#network 2.2.2.2 0.0.0.0 area 0

SW2(config-router)#exit

SW3(config)#router ospf 1
SW3(config-router)#network 192.168.2.2 0.0.0.255 area 0
SW3(config-router)#network 3.3.3.3 0.0.0.0 area 0

SW3(config-router)#exit

3. Configure iBGP neighbors.
Note:

1) If the BGP neighbor is of the same AS ID, it is created as an iBGP neighbor. If the BGP neighbor is of a different AS ID, it is
created as an eBGP neighbor.

SW1(config)#router bgp 123
SW1(config-router)#neighbor 2.2.2.2 remote-as 123
SW1(config-router)#neighbor 2.2.2.2 update-source loopback 0

SW1(config-router)#exit

SW2(config)#router bgp 123

SW2(config-router)#neighbor 1.1.1.1 remote-as 123



SW2(config-router)#neighbor 1.1.1.1 update-source loopback 0
SW2(config-router)#neighbor 3.3.3.3 remote-as 123
SW2(config-router)#neighbor 3.3.3.3 update-source loopback 0

SW2(config-router)#exit

SW3(config)#router bgp 123
SW3(config-router)#neighbor 2.2.2.2 remote-as 123
SW3(config-router)#neighbor 2.2.2.2 update-source loopback 0

SW3(config-router)#exit

4. Notify the BGP process about the route information.
Note:

Run the network command to notify the BGP process about the routes in the BGP. The command does not enable BGP on
these interfaces, which is different from the rip and ospf commands. The routes conveyed in the network command must
exist locally (that is, can be returned by the show ip route command) and its mask is consistent with the mask parameter.
Otherwise, the BGP process is not notified.

SW1(config)#router bgp 123
SW1(config-router)#network 10.1.1.0 mask 255.255.255.0

SW1(config-router)#exit

SW3(config)#router bgp 123

SW3(config-router)#network 10.4.1.0 mask 255.255.255.0

SW2#show ip route

Codes: C - Connected, L - Local, S - Static

R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

IA - Inter area, * - candidate default

Gateway of last resort is no set
(@) 1.1.1.1/32 [110/1] via 192.168.2.1, 16:07:50, GigabitEthernet 1/1
C 2.2.2.2/32 is local host.

O 3.3.3.3/32 [110/1] via 192.168.2.2, 16:07:50, GigabitEthernet 1/2



10.1.1.0/24 [200/0] via 1.1.1.1, 00:10:12

10.4.1.0/24 [200/0] via 3.3.3.3, 00:08:44

192.168.1.0/24 is directly connected, GigabitEthernet 1/1
192.168.1.2/32 is local host.

192.168.2.0/24 is directly connected, GigabitEthernet 1/2

O O O O T ™

192.168.2.1/32 is local host.

V. Verification

1. Check whether the BGP neighboring relationship is established between routers and the neighbor status. If the BGP

neighboring relationship can be established properly and the status is Established, the iBGP runs properly.

SN 2(configi®show ip bap summary

BGP router identifier 2.2.2.2, local AS number 123
BGP table version is 3

1 BGP AS-PATH entries

0 BGP Community entries

2 BGP Prefix entries (Maximum-prefi-4 294967 295)

Neighbor v AS  MsgRevd MsgSent TbiVer InQ OutQ Up/Down  State/PfsRcd
B 123 15 14 3 0 0 00:11:20 1
4 123 11 11 3 0 0 00:08:37 1

Teotal number of neighbors 2

2. Check the route of the iBGP neighbor router. If the route delivered by the neighbor can be learned, the iBGP configuration
is correct.

Basic eBGP Configuration
SW2#show ip route
Codes: C - Connected, L - Local, S - Static
R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

IA - Inter area, * - candidate default

Gateway of last resort is no set

O 1.1.1.1/32 [110/1] via 192.168.2.1, 16:07:50, GigabitEthernet 1/1



2.2.2.2/32 is local host.

3.3.3.3/32 [110/1] via 192.168.2.2, 16:07:50, GigabitEthernet 1/2
10.1.1.0/24 [200/0] via 1.1.1.1, 00:10:12
10.4.1.0/24 [200/0] via 3.3.3.3, 00:08:44
192.168.1.0/24 is directly connected, GigabitEthernet 1/1
192.168.1.2/32 is local host.
192.168.2.0/24 is directly connected, GigabitEthernet 1/2

O O 0O O ® W O 0O

192.168.2.1/32 is local host.

2.9.3.4.2 Basic eBGP Configuration

Scenario

External gateway protocols such as the BGP are mainly applied on large-scale networks for the transmission of large-quantity
IGP routes. In addition, the BGP flexibly provides some properties for routing control. Major scenarios include networks of
telecom operators and secondary or tertiary ISPs, provincial backbone networks of financial industries, and municipal e-
government networks. Generally, the BGP is not independently deployed in these scenarios, but is deployed together with the
MPLS in BGP + MPLS VPN networking mode. The eBGP is a routing protocol used in BGP connection setup between devices

connected to different ASs.

I. Networking Requirements

1. Set Switch 1 to AS 1, Switch 2 to AS 2, and establish eBGPP neighboring relationships between Switch 1 and Switch 2.
2. The route information is delivered to the neighbor over the eBGP.

Il. Network Topology
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lll. Configuration Tips

1. Configure the basic IP addresses.

2. Configure eBGP neighbors.

3. Notify the BGP process about the route information.

IV. Configuration Steps

Note:

Rename the devices as SW1 and SW2 according to the preceding topology and perform the following configurations:

1. Configure the basic IP addresses.
Ruijie(config)#hostname SW1
SW1(config)#interface gigabitEthernet 1/2
SW1(config-if-GigabitEthernet 1/2)#no switchport
SW1(config-if-GigabitEthernet 1/2)#ip address 192.168.1.1 255.255.255.0
SW1(config-if-GigabitEthernet 1/2)#exit
SW1(config)#interface gigabitEthernet 1/1
SW1(config-if-GigabitEthernet 1/1)#no switchport
SW1(config-if-GigabitEthernet 1/1)#ip address 10.1.1.1 255.255.255.0
SW1(config-if-GigabitEthernet 1/1)#exit

Ruijie(config)#hostname SW2

SW2(config)#interface gigabitEthernet 1/2

SW2(config-if-GigabitEthernet 1/2)#no switchport
SW2(config-if-GigabitEthernet 1/2)#ip address 192.168.1.2 255.255.255.0
SW2(config-if-GigabitEthernet 1/2)#exit

SW2(config)#interface gigabitEthernet 1/1

SW2(config-if-GigabitEthernet 1/1)#no switchport
SW2(config-if-GigabitEthernet 1/1)#ip address 10.4.1.1 255.255.255.0

SW2(config-if-GigabitEthernet 1/1)#exit

2. Configure eBGP neighbors.
Note:

1) If the BGP neighbor is of the same AS ID, it is created as an iBGP neighbor. If the BGP neighbor is of a different AS ID, it is

created as an eBGP neighbor.

SW1(config)#router bgp 1



SW1(config-router)#neighbor 192.168.1.2 remote-as 2

SW1(config-router)#exit

SW2(config)#router bgp 2
SW2(config-router)#neighbor 192.168.1.1 remote-as 1

SW2(config-router)#exit

3. Notify the BGP process about the route information.
SW1(config)#router bgp 1
SW1(config-router)#network 10.1.1.0 mask 255.255.255.0

SW1(config-router)#exit

SW2(config)#router bgp 2
SW2(config-router)#network 10.4.1.0 mask 255.255.255.0

SW2(config-router)#exit

Note:

Run the network command to notify the BGP process about the routes in the BGP. The command does not enable BGP on
these interfaces, which is different from the rip and ospf commands. The routes conveyed in the network command must
exist locally (that is, can be returned by the show ip route command) and its mask is consistent with the mask parameter.

Otherwise, the BGP process is not notified.
V. Verification

1. Check whether the BGP neighboring relationship is established between routers and the neighbor status. If the BGP

neighboring relationship can be established properly and the status is Established, the eBGP runs properly.



SN 2iconfigi#show ip bgp summary

BGP table version is 3
2 BGP AS-PATH entries
0 BGP Community entries

2 BGP Prefix entries (Maximum-prefi-:4294967 295)

Neighbor AS  MsgRcvd  MsgSent Thlver InQ OutQ Up/Down State/Pf<Red
192.168.1.1 4 12 12 3 0 0 |00:0846

Total number of neighbors 1

2. Check the route of the eBGP neighbor router. If the route delivered by the neighbor can be learned, the eBGP configuration

is correct.
SW2#show ip route
Codes: C - Connected, L - Local, S - Static
R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

IA - Inter area, * - candidate default

Gateway of last resort is no set
2.2.2.2/32 is local host.
10.1.1.0/24 [20/0] via 192.168.1.1, 00:09:34
10.4.1.0/24 is directly connected, GigabitEthernet 1/1

C
B
C
C 10.4.1.1/32 is local host.
C 192.168.1.0/24 is directly connected, GigabitEthernet 1/2
C

192.168.1.2/32 is local host.

2.9.3.4.3 Route Reflector

Scenario

A route reflector is mainly used to solve the horizontal route segregation issue in side an iBGP. (As a switch does not deliver
the route received from an iBGP neighbor to another iBGP neighbor, routes are not comprehensively learned and blackholes



may result in.) To solve the horizontal segregation issue for the iBGP, iBGP neighbor full mesh must be adopted. However, if
a large number of iBGP neighbors are configured in full mesh, the number of iBGP neighbor pairs will increase exponentially.
Maintenance of these neighboring information and route information will be very complicated and consume a large volume of
device resources. To solve the issue, route reflectors are used. With route reflectors, the number of iBGP peer connections in
an AS is reduced. A route reflector is similar to the DR and BDR of the OSPF in a broadcasting environment. It can be deployed
to reduce resource consumption in an iBGP network environment with a large number of neighbors in full mesh or to aid the

repeated configuration of a large number of iBGP neighbors.

Function Overview

To speed up route information convergence, generally, all BGP speakers in an AS are configured in a full mesh, that is, every
two BGP speakers are configured into a neighboring pair. When the AS has a large number of GBP speakers, the BGP speaker
resource consumption increases greatly, as well as the configuration task volume and complexity for the network administrator.

The network scaling performance is undermined.

A route reflector can effectively reduce the number of iBGP peer connections in an autonomous system (AS). You can set an
BGP speaker as a route reflector and classify all iBGP peers in the AS into route reflector clients and non-clients. The rules for

implementing the route reflector in an AS include the following:

1. Configure the route reflector and specify its clients. The route reflector and its clients form a group. Connection is established

between the route reflector and its clients.
2. Aroute reflector client in one group does not establish connection with BGP speakers not in the group.

3. Within the AS, set up full-mesh connections between non-client iBGP peers. An pair of non-client iBGP peers can be two
route reflectors in one group, a route reflector in one group and a BGP speaker not configured with the route reflector function,

and a route reflector in one group and a route reflector in another group.

The route received by a route reflector is processed as follows:

1. The route update received from an eBGP speaker is sent to all clients and non-clients.
2. The route update received from a client is sent to all other clients and all clients.

3. The route update received from an iBGP non-client and is sent to all clients.

I. Networking Requirements

As shown in the following topology, due to the horizontal segregation feature of the iBGP, SW1 and SW3 cannot learn BGP

routes from each other. The route reflector must be configured to solve the issue.

Il. Network Topology
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Ill. Configuration Tips
1. Configure the IP addresses of the routers or switches on the entire network and perform basic iBGP configurations.
2. Configure the route reflector function.
IV. Configuration Steps
1. Configure the IP addresses of the routers on the entire network and perform basic iBGP configurations.
See the section "Basic iBGP Configuration."
2. Configure the route reflector function.
Set SW2 as the route reflector and specify R1 as the route reflector client.
SW2(config)#router bgp 123
SW2(config-router)#neighbor 1.1.1.1 route-reflector-client

SW2(config-router)#exit

Note:
1. When a switch is configured as a route reflector client, its BGP neighboring relationship no longer exists.
2. Aroute reflector needs to propagate routes, therefore, it must be provided with chances to learn corresponding iBGP routes.

3. A non-client can reflect routes to a client and vice versa. Clients can reflect routes to clients. However, routes learned from

a non-client cannot be reflected to another non-client.
V. Verification

Check the routes on the entire network. If SW1 can learn the routes of SW3 and vice versa, the route reflector function is

configured correctly.
SWl#show ip route

Codes: C - Connected, L - Local, S - Static

3-201



R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2

SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

IA - Inter area, * - candidate default

Gateway of last resort is no set
1.1.1.1/32 is local host.
2.2.2.2/32 [110/1] via 192.168.1.2, 16:47:35, GigabitEthernet 1/2
3.3.3.3/32 [110/2] via 192.168.1.2, 00:07:13, GigabitEthernet 1/2
10.1.1.0/24 is directly connected, GigabitEthernet 1/1
10.1.1.1/32 is local host.
10.4.1.0/24 [200/0] via 3.3.3.3, 00:04:28
192.168.1.0/24 is directly connected, GigabitEthernet 1/2

192.168.1.1/32 is local host.

O O O W O O O O O

192.168.2.0/24 [110/2] via 192.168.1.2, 00:07:23, GigabitEthernet 1/2

2.9.3.5 Route Control

2.9.3.5.1 Route Control

ACL and Prefix List

Similarity

Both the ACL and the prefix list can be used to match the route prefix.
Difference

The ACL can be used to filter data packets and match the five elements of IP packets, while the prefix list can be used to match

the route prefix only.
Tips for selection

To match the route prefix, use either the ACL or prefix list. To match the route prefix with masks in different lengths in a large

network segment, the prefix list is recommended.

Distribute list and route map

Similarity

Both the distribute list and the route map can be used for route filtering.

Difference



1. The distribute list can only filter route entries and cannot modify route properties. The route map can filter route entries as
well as modify route properties.

2. The route map can change the next hop of a data packet in force for policy routing.

3. The distribute list can be used in route protocol redistribution, route propagation between Routing Information Protocol (RIP)
neighbors (route filtering is supported because routes are delivered between RIP neighbors), and route submission to route
tables in OSPF areas (ISAs rather than routes are delivered between OSPF neighbors and ISAs between OSPF neighbor

cannot be filtered).
4. The route map can be applied in route protocol redistribution and route propagation between BGP neighbors.
Tips for selection

If the application scenario supports both the distribute list and the route map, use the route map if route properties need to be
modified, and use either approach if route property modification is not necessary.

Distribute List

2.9.3.5.2 Distribute List

Scenario

The filter control points are generally deployed on the ABR and ASBR in an OSPF area for route convergence, because these
two points are where link state advertisements (LSAS) such as type 3, 4, 5, and 7 LSAs are generated. The common measures
include the area range, summary-address, and route-map commands. However, as the LSAs received and sent by common
routers in common areas are not controllable, the route learning results are not controllable on these routers. In this case, you
can use the distribute list to control route learning and LSA results on these points for on-demand route learning on feature

network segments for network administrators.

The distribute list is generally used in an OSPF area, and can also be used on any router (including ABR or ASBR) for route

entry filter. The distribute list tool is invoked based on the whole OSPF process rather than the interface.

Function Overview

The distribute list tool controls route updates, carries out route entry filter only, and does not support route property modification.
I. Networking Requirements

On SW2, redistribute the RIP routes to the OSPF area and implement route filter on redistribution to allow only routes
172.16.1.32/28, 172.16.1.48/29, and 172.16.1.56/30 be redistributed to the OSPF area.

Il. Network Topology
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Ill. Configuration Tips
1. Configure the basic IP addresses.
2. 0On SW1 and SW2, enable the RIP and propagate the corresponding interface to the RIP process.
3. On SW2 and SW3, enable the OSPF and propagate the corresponding interface to the OSPF process.
4. On SW2, redistribute the route learned over RIP to the OSPF area.
5. Match the routes to be learned through the ACL or prefix list.
6. On SW2, redistribute the route learned over RIP to the OSPF area and filter the routes using the distribute list tool.
Ill. Configuration Steps
1. Configure the basic IP addresses.
Ruijie(config)#hosthame SW1
SW1(config)#interface GigabitEthernet 1/1
SW1(config-if-GigabitEthernet 1/1)#no switchport
SW1(config-if-GigabitEthernet 1/1)#ip address 192.168.1.1 255.255.255.0
SW1(config-if-GigabitEthernet 1/1)#exit
SW1(config)#interface loopback 1
SW1(config-if-Loopback 1)#ip address 172.16.1.1 255.255.255.224
SW1(config-if-Loopback 1)#exit
SW1(config)#interface loopback 2
SW1(config-if-Loopback 2)#ip address 172.16.1.33 255.255.255.240
SW1(config-if-Loopback 2)#exit

SW1(config)#interface loopback 3



SW1(config-if-Loopback 3)#ip address 172.16.1.49 255.255.255.248
SW1(config-if-Loopback 3)#exit

SW1(config)#interface loopback 4

SW1(config-if-Loopback 4)#ip address 172.16.1.57 255.255.255.252

SW1(config-if-Loopback 4)#exit

Ruijie(config)#hostname SW2

SW2(config)#interface GigabitEthernet 1/2

SW2(config-if-GigabitEthernet 1/2)#no switchport
SW2(config-if-GigabitEthernet 1/2)#ip address 192.168.1.2 255.255.255.0
SW2(config-if-GigabitEthernet 1/2)#exit

SW2(config)#interface GigabitEthernet 1/1

SW2(config-if-GigabitEthernet 1/1)#no switchport
SW2(config-if-GigabitEthernet 1/1)#ip address 192.168.2.1 255.255.255.0

SW2(config-if-GigabitEthernet 1/1)#exit

Ruijie(config)#hostname SW3

SW3(config)#interface GigabitEthernet 1/2

SW3(config-if-GigabitEthernet 1/2)#no switchport
SW3(config-if-GigabitEthernet 1/2)#ip address 192.168.2.2 255.255.255.0
SW3(config-if-GigabitEthernet 1/2)#exit

2.0n SW1 and SW2, enable the RIP and propagate the corresponding interface to the RIP process.
SW1(config)#router rip
SW1(config-router)#version 2
SW1(config-router)#no auto-summary
SW1(config-router)#network 172.16.0.0
SW1(config-router)#network 192.168.1.0

SW1(config-router)#exit

SW2(config)#router rip
SW2(config-router)#version 2
SW2(config-router)#no auto-summary

SW2(config-router)#network 192.168.1.0



SW2(config-router)#exit

3. On SW2 and SW3, enable the OSPF and propagate the corresponding interface to the OSPF process.
SW2(config)#router ospf 1
SW2(config-router)#network 192.168.2.1 0.0.0.0 area O

SW2(config-router)#exit

SW3(config)#router ospf 1
SW3(config-router)#network 192.168.2.2 0.0.0.0 area O

SW3(config-router)#exit

4. 0On SW2, redistribute the route learned over RIP to the OSPF area.
SW2(config)#router ospf 1
SW2(config-router)#redistribute rip subnets

SW2(config-router)#exit

5. Match the routes to be learned through the ACL or prefix list.
Note:
1) The tools for matching route entries include the ACL and the prefix list. Choose one of the tools.
SW2(config)#ip access-list standard 1
SW2(config-std-nacl)#10 permit 172.16.1.32 0.0.0.0
SW2(config-std-nacl)#20 permit 172.16.1.48 0.0.0.0
SW2(config-std-nacl)#30 permit 172.16.1.56 0.0.0.0

SW2(config-std-nacl)#exit

2) To match the route prefix with masks in different lengths in a large network segment, the prefix list is recommended. You

can also use the ACL, which requires a few more entries to be written.

For example, to match route entries 172.16.1.32/27, 172.16.1.48/28, and 172.16.1.56/29, the ACL approach requires you to
write three access control entries (ACEs) while the prefix list tool requires you to write only one entry.

1) Use the ACL to match route entries.
Note:

In this example, the ACL matches the route entries. Therefore, you can use the mask 0.0.0.0 to exactly match the corresponding
route entries.



2) Use the prefix list to match route entries.
Note:
a. The prefix list matches route entries only and does not filter data packets.

b. The prefix list matches the subnet of a network segment. ge indicates the minimal number of bits and le indicates the

maximal number of bits.
c. The prefix list is matched from top to bottom with the last one being an implicit deny any entry.

SW2(config)#ip prefix-list ruijie seq 10 permit 172.16.1.0/24 ge 28 le 30 ------ >Define a prefix list ruijie to match
route entries whose prefix is 172.16.1.0/24 and subnet mask equals or is greater than 28 and equals or is smaller
than 30.

6. On SW2, redistribute the route learned over RIP to the OSPF area and filter the routes using the distribute list tool.
Note:

1. The distribute list filters route entries matched by the ACL or prefix list. That is, the ACL and prefix list determine which route

entries are filtered.

2. The distribute list can used in route protocol redistribution, route propagation between Routing Information Protocol (RIP)
neighbors (route filtering is supported because routes are delivered between RIP neighbors), and route submission to route
tables in OSPF (ISAs rather than routes are delivered between OSPF neighbors and ISAs between OSPF neighbor cannot be
filtered).

The following describes how the distribute list uses the ACL and the prefix list with examples respectively.
1. The distribute list invokes the ACL for route filtering.

SW2(config)#router ospf 1

SW2(config-router)#distribute-list 1 out rip

SW2(config-router)#exit

2. The distribute list invokes the prefix list for route filtering.
SW2(config)#router ospf 1
SW2(config-router)#distribute-list prefix ruijie out rip

SW2(config-router)#exit

Supplements:
1. To filter route entries delivered between RIP neighbors by using the distribute list, run the following command:
SW2(config)#router rip

SW2(config-router)#distribute-list 1 in GigabitEthernet 1/2----->1 indicates the ACL 1. You can also use the prefix list.
in indicates a route entry learned from a neighbor. out indicates a route entry delivered to a neighbor. You can
also add the specific interface.



2. To filter route entries delivered to the route table in OSPF by using the distribute list, run the following command:
SW2(config)#router ospf 1

SW2(config-router)#distribute-list 1 in---->1 indicates the ACL 1. You can also use the prefix list. The direction must

be set toin.

V. Verification

Check the route entries on SW3. If the route entries learned by SW3 include 172.16.1.32/28, 172.16.1.48/29, and
172.16.1.56/30, the distribute list is configured correctly.

SW3#show ip route
Codes: C - Connected, L - Local, S - Static
R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

IA - Inter area, * - candidate default

Gateway of last resort is no set

O E2 172.16.1.32/28 [110/20] via 192.168.2.1, 00:02:45, GigabitEthernet 1/2
O E2 172.16.1.48/29 [110/20] via 192.168.2.1, 00:02:29, GigabitEthernet 1/2
O E2 172.16.1.56/30 [110/20] via 192.168.2.1, 00:02:21, GigabitEthernet 1/2
C 192.168.2.0/24 is directly connected, GigabitEthernet 1/2

C 192.168.2.2/32 is local host.

2.9.3.5.3 Route Map

Scenario

To run a dynamic route protocol, such as the OSPF, on your network, you need to redistribute external routes, such as static
routes, RIP routes, and BGP routes to the OSPF area on an ASBR. In this case, you may want to filter out desired route entries
or redistribute routes with special requirements through route control and filter, or you may want to modify some properties of
the external route entries when being redistributed into an OSPF area, for example, the metric value, next hop, and metric type
(O E1, E2, O N1, or N2), and add special tags to some route entries so that a downstream router may perform route selection

based on these tags accordingly. The route map is recommended for these application scenarios.



To run a dynamic route protocol, such as the BGP, on your network, route exchange and learning between BGP peers are
necessary, or external routes, such as static routes, RIP routes, and OSPF routes may need be redistributed into the BGP
area. In this case, you may want to learn or delivery only desired route entries through route control and filter. In this case, the

route map is recommended for route redistribution.

You may want to modify some properties, such as the metric, value, next hop, local preference, MED value, and AS path of
the route entries when they are learned or delivered to BGP peers or redistributed into the BGP area as external routes, or tag
some route entries so that a downstream router may perform route selection based on these tags accordingly. The route map

is recommended for these application scenarios.

Function Overview

You can control route update and modify route properties using the route map tool.
I. Networking Requirements

On SW2, redistribute the RIP routes to the OSPF area and implement route filter on redistribution to allow only routes
172.16.1.32/28, 172.16.1.48/29, and 172.16.1.56/30 be redistributed to the OSPF area. The external routes to be redistributed

into the OSPF area are of route type OE1 and metric value 50.

Il. Network Topology
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lll. Configuration Tips

1. Configure the basic IP addresses.

2. 0On SW1 and SW2, enable the RIP and propagate the corresponding interface to the RIP process.

3. On SW2 and SW3, enable the OSPF and propagate the corresponding interface to the OSPF process.
4. On SW2, redistribute the route learned over RIP to the OSPF area.

5. Match the routes to be learned through the ACL or prefix list.

6. Configure the route map.



7. On SW2, redistribute RIP routes into the OSPF area and invoke the route map for route control.
lll. Configuration Steps
1. Configure the basic IP addresses.
Ruijie(config)#hostname SW1
SW1(config)#interface GigabitEthernet 1/1
SW1(config-if-GigabitEthernet 1/1)#no switchport
SW1(config-if-GigabitEthernet 1/1)#ip address 192.168.1.1 255.255.255.0
SW1(config-if-GigabitEthernet 1/1)#exit
SW1(config)#interface loopback 1
SW1(config-if-Loopback 1)#ip address 172.16.1.1 255.255.255.224
SW1(config-if-Loopback 1)#exit
SW1(config)#interface loopback 2
SW1(config-if-Loopback 2)#ip address 172.16.1.33 255.255.255.240
SW1(config-if-Loopback 2)#exit
SW1(config)#interface loopback 3
SW1(config-if-Loopback 3)#ip address 172.16.1.49 255.255.255.248
SW1(config-if-Loopback 3)#exit
SW1(config)#interface loopback 4
SW1(config-if-Loopback 4)#ip address 172.16.1.57 255.255.255.252
SW1(config-if-Loopback 4)#exit

Ruijie(config)#hosthname SW2

SW2(config)#interface GigabitEthernet 1/2

SW2(config-if-GigabitEthernet 1/2)#no switchport
SW2(config-if-GigabitEthernet 1/2)#ip address 192.168.1.2 255.255.255.0
SW2(config-if-GigabitEthernet 1/2)#exit

SW2(config)#interface GigabitEthernet 1/1

SW2(config-if-GigabitEthernet 1/1)#no switchport
SW2(config-if-GigabitEthernet 1/1)#ip address 192.168.2.1 255.255.255.0

SW2(config-if-GigabitEthernet 1/1)#exit

Ruijie(config)#hostname SW3
SW3(config)#interface GigabitEthernet 1/2

SW3(config-if-GigabitEthernet 1/2)#no switchport



SW3(config-if-GigabitEthernet 1/2)#ip address 192.168.2.2 255.255.255.0

SW3(config-if-GigabitEthernet 1/2)#exit

2.0n SW1 and SW2, enable the RIP and propagate the corresponding interface to the RIP process.
SW1(config)#router rip
SW1(config-router)#version 2
SW1(config-router)#no auto-summary
SW1(config-router)#network 172.16.0.0
SW1(config-router)#network 192.168.1.0

SW1(config-router)#exit

SW2(config)#router rip
SW2(config-router)#version 2
SW2(config-router)#no auto-summary
SW2(config-router)#network 192.168.1.0

SW2(config-router)#exit

3. 0On SW2 and SW3, enable the OSPF and propagate the corresponding interface to the OSPF process.
SW2(config)#router ospf 1
SW2(config-router)#network 192.168.2.1 0.0.0.0 area O

SW2(config-router)#exit

SW3(config)#router ospf 1
SW3(config-router)#network 192.168.2.2 0.0.0.0 area 0

SW3(config-router)#exit

4. On SW2, redistribute the route learned over RIP to the OSPF area.
SW2(config)#router ospf 1
SW2(config-router)#redistribute rip subnets

SW2(config-router)#exit

5. Match the routes to be learned through the ACL or prefix list.

Note:



1) The tools for matching route entries include the ACL and the prefix list. Choose one of the tools.
SW2(config)#ip access-list standard 1
SW2(config-std-nacl)#10 permit 172.16.1.32 0.0.0.0
SW2(config-std-nacl)#20 permit 172.16.1.48 0.0.0.0
SW2(config-std-nacl)#30 permit 172.16.1.56 0.0.0.0

SW2(config-std-nacl)#exit

2) To match the sub-routes of one network segment, the prefix list offers more convenience than the ACL. You can also use

the ACL, which requires a few more entries to be written.

For example, to match route entries 172.16.1.32/27, 172.16.1.48/28, and 172.16.1.56/29, the ACL approach requires you to

write three access control entries (ACEs) while the prefix list tool requires you to write only one entry.
1) Use the ACL to match route entries.
Note:

In this example, the ACL matches the route entries. Therefore, you can use the mask 0.0.0.0 to exactly match the corresponding

route entries.

2) Use the prefix list to match route entries.

Note:

a. The prefix list matches route entries only and does not filter data packets.

b. The prefix list matches the subnet of a network segment. ge indicates the minimal number of bits and le indicates the
maximal number of bits.

3. The prefix list matches routes from top to bottom, which is the same as the ACL.

SW2(config)#ip prefix-list ruijie seq 10 permit 172.16.1.0/24 ge 28 le 30 ---->Define a prefix list ruijie to match route
entries whose prefix is 172.16.1.0/24 and subnet mask equals or is greater than 28 and equals or is smaller than
30.

6. Configure the route map.
Note:
a. The route map can be used for route filter and route property modification.

b. The route map can match routes with more conditions than the distribute list. The route map supports the match of route

entries, metric values, metric types, and so on, while the distribute list matches only route entries.
3. The route map is executed from top to bottom with the last one being an implicit deny any entry.
4. The route map execution logics are as follows:

route-map aaa permit 10



matchxyz  ---- >Multiple match conditions listed from left to right indicate "or", that is, that once

one condition is matched, the whole statement is matched.
match a

setb  ----- >Multiple set statements listed from top to bottom indicate that these set

actions are executed simultaneously.

setc
route-map aaa permit 20
match p
matchq - >Multiple match conditions listed from top to bottom indicate "and", that is, that only all

conditions are met, the whole statement is matched.

setr

route-map aaa deny any (implicit in the system)
The execution logics are as follows:
If (x ory or 2)
then set (bandc)
elseif (pandq)
then set r

else deny

The match ip address statement in the route map can match the ACL or the prefix list. Choose either of the two methods. See

the following examples:

1. Using the ACL in the match ip address statement
SW2(config)#route-map aaa permit 10
SW2(config-route-map)#match ip address 1
SW2(config-route-map)#set metric-type type-1
SW2(config-route-map)#set metric 50

SW2(config-route-map)#exit

2. Using the prefix list in the match ip address statement
SW2(config)#route-map aaa permit 10
SW2(config-route-map)#match ip address prefix-list ruijie
SW2(config-route-map)#set metric-type type-1

SW2(config-route-map)#set metric 50



SW2(config-route-map)#exit

7. 0n SW2, redistribute RIP routes into the OSPF area and invoke the route map for route control.
Note:

SW2(config)#router ospf 1

SW2(config-router)#redistribute rip subnets route-map aaa

SW2(config-router)#exit

Supplements:
The configuration command for invoking the route map on a BGP neighbor is as follows:
SW2(config)#router bgp 1

SW2(config-router)#neighbor 10.1.1.1 route-map aaa in----->in indicates controlling routes learned from the BGP
neighbor and out indicates controlling routes propagated to the BGP neighbor. (To implement route control on
a BGP neighbor using the route map, soft delete the routes of the BGP to make the configurations take effect

after the route map is configured. Do not perform the operation at service peaks.)

V. Verification

Check the route entries on SW3. If SW3 has learned route entries 172.16.1.32/28, 172.16.1.48/29, 172.16.1.56/30 of OE1 and

the internal costs are covered, the route map is configured correctly for route control.
SW3#show ip route
Codes: C - Connected, L - Local, S - Static
R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
IA - Inter area, * - candidate default
Gateway of last resort is no set
O E1 172.16.1.32/28 [110/51] via 192.168.2.1, 00:03:14, GigabitEthernet 1/2
O E1 172.16.1.48/29 [110/51] via 192.168.2.1, 00:03:14, GigabitEthernet 1/2
O E1 172.16.1.56/30 [110/51] via 192.168.2.1, 00:03:14, GigabitEthernet 1/2
C 192.168.2.0/24 is directly connected, GigabitEthernet 1/2
C 192.168.2.2/32 is local host.



2.9.3.6 Policy Routing

Scenario

If there are multiple interconnected links between the convergence and core devices or between the core and egress routers
on your network, a common route table may not satisfy the load or redundancy requirement; or, new route access requirements
emerge with deployment of new services on the network, and you do not want to adjust the complicated OSPF route control
and selection policies previously planned, you can use the policy routing technology to arrange new route selection for the new

requirements. You can choose a designated link to forward data rather than using the traditional route table.

The policy routing technology is also recommended for another common application scenario: There are multiple routers or
firewalls between the core devices and the network egress devices. They corresponds to links of different ISPs, for example,
China Telecom (100M), China Unicom (50M), and CERNET (1G). You may want to distribute your Intranet traffic to the three
links based on the link load and bandwidth usage, for example, distribute the traffic of teaching buildings, research institutions,
and office buildings to the CERNET egress, the traffic of the library, audio-visual education center, and administration building
to the China Unicom egress, and all other traffic (for example, traffic of student dormitories) to the China Telecom egress. In
addition, data traffic accessing CERNET resources is distributed to the CERNET egress. Traffic is distributed based on the

service type. The Telecom, Unicom, and CERNET links serve as a backup link of each other at link failure.
I. Networking Requirements

As shown in the following topology, there are two egress switches, Switch 3 and Switch 4, between Switch 1 and the Internet.
Distribute the Internet access traffic from the Intranet 172.16.1.0/24 to Switch 3 and the Internet access traffic from the Intranet
172.16.2.0/24 to Switch 4.

II. Network Topology
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IIl. Configuration Tips

f

1. Configure the basic IP addresses.

2. Configure the basic IP routes to enable full reachability through the entire network.

3. On Switch 1, configure the ACL to match the Intranet traffic.

4. Configure the policy routing.

5. Apply policy routing.

IV. Configuration Steps

1. Configure the basic IP addresses.
Ruijie(config)#hostname SW1
SW1(config)#interface gigabitEthernet 1/3
SW1(config-if-GigabitEthernet 1/3)#no switchport

SW1(config-if-GigabitEthernet 1/3)#ip address 192.168.1.1 255.255.255.0

SW1(config-if-GigabitEthernet 1/3)#exit
SW1(config)#interface gigabitEthernet 1/2
SW1(config-if-GigabitEthernet 1/2)#no switchport

SW1(config-if-GigabitEthernet 1/2)#ip address 192.168.2.1 255.255.255.0

SW1(config-if-GigabitEthernet 1/2)#exit
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SW1(config)#interface gigabitEthernet1/2
SW1(config-if-GigabitEthernet 1/2)#no switchport
SW1(config-if-GigabitEthernet 1/2)#ip address 192.168.3.1 255.255.255.0

SW1(config-if-GigabitEthernet 1/2)#exit

Ruijie(config)#hostname SW2

SW2(config)#interface gigabitEthernet 1/3
SW1(config-if-GigabitEthernet 1/3)#no switchport
SW2(config-if-GigabitEthernet 1/3)#ip address 192.168.1.2 255.255.255.0
SW2(config-if-GigabitEthernet 1/3)#exit

SW2(config)#interface gigabitEthernet 1/1
SW2(config-if-GigabitEthernet 1/1)#no switchport
SW2(config-if-GigabitEthernet 1/1)#ip address 172.16.1.1 255.255.255.0
SW2(config-if-GigabitEthernet 1/1)#exit

SW2(config)#interface gigabitEthernet 1/2
SW2(config-if-GigabitEthernet 1/2)#no switchport
SW2(config-if-GigabitEthernet 1/2)#ip address 172.16.2.1 255.255.255.0
SW2(config-if-GigabitEthernet 1/2)#exit

Ruijie(config)#hosthame SW3

SW3(config)#interface gigabitEthernet 1/1

SW3(config-if-GigabitEthernet 1/1)#no switchport
SW3(config-if-GigabitEthernet 1/1)#ip address 192.168.2.2 255.255.255.0
SW3(config-if-GigabitEthernet 1/1)#exit

Ruijie(config)#hostname SW4

SW4(config)#interface gigabitEthernet 1/1

SW4(config-if-GigabitEthernet 1/1)#no switchport
SW4(config-if-GigabitEthernet 1/1)#ip address 192.168.3.2 255.255.255.0

SW4(config-if-GigabitEthernet 1/1)#exit

2. Configure the basic IP routes to enable full reachability through the entire network.
SW1(config)#ip route 172.16.0.0 255.255.0.0 192.168.1.2
SW2(config)#ip route 100.1.1.0 255.255.255.0 192.168.1.1



SW3(config)#ip route 172.16.0.0 255.255.0.0 192.168.2.1
SW4(config)#ip route 172.16.0.0 255.255.0.0 192.168.3.1

3. On Switch 1, configure the ACL to match the Intranet traffic.
SW1(config)#ip access-list standard 10
SW1(config-std-nacl)#10 permit 172.16.1.0 0.0.0.255
SW1(config-std-nacl)#exit
SW1(config)#ip access-list standard 20
SW1(config-std-nacl)#10 permit 172.16.2.0 0.0.0.255

SW1(config-std-nacl)#exit

4. Configure the policy routing.
SW1(config)#route-map ruijie permit 10
SW1(config-route-map)#match ip address 10
SW1(config-route-map)#set ip next-hop 192.168.2.2
SW1(config-route-map)#exit
SW1(config)#route-map ruijie permit 20
SW1(config-route-map)#match ip address 20
SW1(config-route-map)#set ip next-hop 192.168.3.2

SW1(config-route-map)#exit

Note:

1. The route map executes policy matching from top to bottom. When the data traffic matches a policy, it is forwarded based

on the matched policy and is not longer matched to the follow-up policies.

2. The route map has a deny any statement on the bottom, which enables normal IP route forwarding for data traffic that does

not match any policies and avoids discarding such Intranet traffic.

3. The set ip next-hop statement allows you to set the IP address of the next hop or the egress interface of the data packet.

The IP address of the next hop is recommended.

5. Apply policy routing.
SW1(config)#interface gigabitEthernet 1/3
SW1(config-if-GigabitEthernet 1/3)#ip policy route-map ruijie
SW1(config-if-GigabitEthernet 1/3)#exit



Note:

Policy routing must be applied on the in direction interface of the data packets, not the interface in the out direction. This is
because policy routing sets the next hop of the data packet in force when it passes through the router. As the router has
completed IP route modification on the data packet on the interface in the out direction, the data packet is sent from the interface

directly and policy routing applied on the out direction does not take effect.
V. Verification

Perform route tracking with data packets destined for the Internet 100.1.1.0/24 with source addresses on SW2. If the data
packet sourced from 172.16.1.0/24 reaches the Internet through R3 and the data packet sourced from 172.16.2.0/24 reaches

the Internet through Switch 4, policy routing is configured correctly.
SW2#traceroute 100.1.1.1 source 172.16.1.1
< press Ctrl+C to break >

Tracing the route to 100.1.1.1

1 192.168.1.1 0 msec 0 msec O msec

2 192.168.2.2 10 msec 0 msec 10 msec

SW2#traceroute 100.1.1.1 source 172.16.2.1
< press Ctrl+C to break >

Tracing the route to 100.1.1.1

1 192.168.1.1 0 msec 0 msec 0 msec
2 192.168.3.2 10 msec 0 msec 10 msec

29.3.7 GR

Scenario

The Graceful Restart (GR) mechanism is suitable for the following application scenario: The core switch N18010 is equipped
with two main control engines, or two N18010s are deployed to form a virtual switching unit (VSU). The switch interconnects
with neighboring devices (such as convergence device 5750E over the convergence AP port) in double links. The dynamic
routing protocol (such as OSPF or BGP) is enabled for routing interactions with neighboring devices. In such a scenario, the
GR function is strongly recommended. If services are switched to the backup engine on the failure of the active engine, or
services are switched to the backup switch on the failure of the active switch in the VSU, the GR function ensures that the
OSPF and BGP route entries are retained on the switch and its neighbors and that only the neighboring relationship
reconvergence is established. In this way, data are forwarded without stop. (One data packet may be lost during the process,

determined by the actual test environment.)
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Function Overview

Development background
1. To support non-stop forwarding in a distributed architecture, the control plane must be separated from the data plane.

2. Route computing and table entry issuing are performed on the control plane while the data plane forwards data according

to the forwarding entries issued by the control plane.

3. During active/standby engine switchover, the data plane information on the backup engine enables it to quickly take over
data forwarding tasks on the active engine. However, as the backup engine does not have the control plane information (for
example, the dynamic routing database and neighboring relationship information), its neighboring devices will detect a dynamic
routing protocol interrupt on the switch and thereby start dynamic route reconvergence. In this way, a routing backhole or

routing bypass may result in on the entire network.

4. The dynamic route convergence period is in minute grade and does not satisfy the non-stop forwarding requirement.

Working principle
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The purpose of the GR technology is to carry out non-stop forwarding during routing protocol restart. The GR mechanism

retains the route forwarding entries on the dynamic routing neighbors during active/standby switchover of the management

board and updates entries after the new neighboring negotiation convergence completes. This approach keeps the network

topology stable, retains the forwarding table, and ensures service continuity.

Two roles of GR

Restarter: executes the GR function.

Helper: A neighboring device of the restarter. It helps the restarter to complete GR.

Configuration

Note: GR is enabled on the N18010 switch by default. If GR is disabled, enable the function as follows:

1.

For RIP configuration, configure the GR Restarter on the local end. You do not have to configure the neighboring
devices, as the RIP supports GR Helper.

Ruijie(config)#router rip

Ruijie(config-router)#graceful-restart

For OSPF configuration, configure the GR Restarter on the local end, and configure the GR Helper on neighboring
devices. (The GR Helper function is enabled on Ruijie devices by default. The function is enabled on most devices
of other vendors. You are recommended to read the corresponding configuration manual and make sure the
function is enabled.)

Ruijie(config)#router ospf 1

Ruijie(config-router)#graceful-restart

For BGP configuration, configure the GR Restarter on both the local end and the neighboring devices.
Ruijie(config)#router bgp 1

Ruijie(config-router)#bgp graceful-restart

For LDP configuration, configure the GR Restarter on the local end, and configure the GR Helper on neighboring
devices. (The GR Helper function is enabled on Ruijie devices by default. The function is enabled on most devices
of other vendors. You are recommended to read the corresponding configuration manual and make sure the
function is enabled.)

Ruijie(config)#mpls router Idp

Ruijie(config-mpls-router)#graceful-restart



294 IPv6

2.9.4.1 IPv6 Stateless Auto Configuration

Scenario

Stateless Auto Configuration is an important feature offered by the IPv6 protocol. It allows the various devices attached to an
IPv6 network to connect to the Internet using the Stateless Auto Configuration without requiring any intermediate IP support
in the form of a Dynamic Host Configuration Protocol (DHCP) server.

With IPv6, a device on the link advertises any global prefixes in Router Advertisement (RA) messages, as well as its
willingness to function as a default device for the link. RA messages are sent periodically and in response to device
solicitation messages, which are sent by hosts at system startup.

A node on the link can automatically configure global IPv6 addresses by appending its interface identifier (64 bits) to the

prefixes (64 bits) included in the RA messages.

I. Requirements

Use stateless auto configuration to assign IPv6 prefix(64 bits) and use EUI-64 to assign IPv6 interface identifier(64 bits).

Il. Network Topology

§ g0 %9’
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IPvE:2001:1/64

IIl. Configuration Tips

1. Enable IPv6 on Core switch and configure stateless autoconfiguration.
2. Enable RA (Router Advertisement) on Core switch.

IV. Configuration Steps
1. Enable IPv6 Routing:
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#ipv6 unicast-routing e >enable IPv6 Routing

Ruijie(config)#end



2. Assign IPv6 address to interface and enable RA
Ruijie#tconf t
Ruijie(config)#
Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#no switchport

Ruijie(config-if-GigabitEthernet 0/1)#ipv6 address 2001::1/64  ------ >assign IPv6 address
Ruijie(config-if-GigabitEthernet 0/1)#ipv6 enable - >enable IPv6
Ruijie(config-if-GigabitEthernet 0/1)#no ipv6 nd suppress-ra ~  ------ >enable RA

Ruijie(config-if-GigabitEthernet 0/1)#end

Ruijie#twr

V. Verification
How to verify NIC status on a station

T UsersiAdmind stratorripeconfis

Windows IP Configuration

Ethernet adapter.

Connection—specific DHNS Suffix
IPv6 Address . . . . .

IPv6 Tempararv Address - -
Link-local IPv6 Address

IPv4 Address. . . . . .

Subnet Mask . . . . . .

Default Gateway . . . .

Note: System creates one more random IPv6 temporary address after enabling IPv6.

We suggest you to disable this feature in order to control user unique ID and reduce network consumption etc.
Following sample shows how to disable temporary address :

run->cmd->netsh->int ipv6->set privacy state=disable




For more infomation about IPv6 temporary address , see http://technet.microsoft.com/zh-

cn/magazine/2007.08.cableguy.aspx

2.9.4.2 |Pv6 Stateful Auto Configuration

2.9.4.2.1 DHCPv6 Server

Scenario

Stateful auto Configuration is the IPv6 equivalent of DHCP. A new protocol, called DHCPv6 (and based closely on DHCP), is
used to pass out addressing and service information in the same way that DHCP is used in IPv4. This is called "stateful”
because the DHCP server and the client must both maintain state information to keep addresses from conflicting, to handle
leases, and to renew addresses over time.

Each DHCPV6 client and server is identified by a DHCP unique identifier (DUID). The DUID is carried in client identifier and
server identifier options. The DUID is unique across all DHCP clients and servers, and it is stable for any specific client or
server. DHCPVG6 uses DUIDs based on link-layer addresses for both the client and server identifier. The device uses the
MAC address from the lowest-numbered interface to form the DUID. The network interface is assumed to be permanently
attached to the device.

When a DHCPV6 client requests two prefixes with the same DUID but with different IAIDs on two different interfaces, these

prefixes are considered to be for two different clients, and the interface information is maintained for both.

I. Requirements

Switch acts as DHCPv6 client and acquires from DHCPv6 Server for IPv6 prefix, DNS,and domain name.
Note: If station wants to acquire a IPv6 address from a DHCPv6 Server, it must be running DHCPV6 client

So far Windows 7, VISTA and Windows Server 2008 have built-in DHCPvV6 client, but Windows XP and Windows

Server2003 don't, so you must install additional DHCPV6 client .

Il. Network Topology
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Ill. Configuration Tips

1. Configure switch as DHCPv6 Server and assign IPv6 address 2001::1/64 to port G1/1 connected to PC on switch
2. DHCPv6 Server assign IPv6 prefix 2001::/64 to DHCPV6 client.
3. DNS Server IPv6 address is 2003::1/64

4.Domain name is "www.example.com.cn"

IV. Configuration Steps

Configuring DHCPvV6 Server
1. Enable IPv6 routing:

server>enable
server#configure terminal
server(config)#ipv6 unicast-routing

server(config)#end

2. Assign IPv6 addresses to interfaces
server#conf t
server(config)#
server(config)#interface gigabitEthernet 1/1
server(config-if-GigabitEthernet 1/1)#no switchport
server(config-if-GigabitEthernet 1/1)#ipv6 address 2001::1/64
server(config-if-GigabitEthernet 1/1)#ipv6 enable

server(config-if-GigabitEthernet 1/1)#end

3. Enable RA function and set M and O bits
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@. DHCPV6 client acquires gateway infomation via RA , not DHCPv6 Server
@. Set "managed address configuration” flag in RA packets which indicates that whether DHCPV6 client uses stateful
autoconfiguration to acquires IPv6 address . By default , this flag doesn't been set.

®. Set "other stateful configuration"flag in RA packets which indicates that whether DHCPv6 client use stateful
autoconfiguration to acquires other infomation . By default , this flag doesn't been set.

server>enable
server#configure terminal

server(config)#interface gigabitEthernet 1/1

server(config-if-GigabitEthernet 1/1)#no ipv6 nd suppress-ra - >enable RA function
server(config-if-GigabitEthernet 1/1)#ipv6 nd managed-config-flag - >set M flag in RA
server(config-if-GigabitEthernet 1/1)#ipv6 nd other-config-flag - >set O flag in RA

server(config-if-GigabitEthernet 1/1)#ipv6 nd prefix 2001::/64 no-autoconfig

server(config-if-GigabitEthernet 1/1)#end

4. Configuring DHCPV6 Server

server(config)#ipv6 dhcp pool ruijie >create DHCPv6
pool

server(dhcp-config)#domain-name www.example.com.cn - >configure domain name
server(dhcp-config)#dns-server 2003:2 e >configure DNS
Server

server(dhcp-config)#prefix-delegation pool ruije - >associate DHCPv6 prefix
pool

server(dhcp-config)#exit
server(config)#ipv6 local pool ruijie 2001::/6464 - >define local pool for clients

server(config)#end

5. Enable DHCPv6 Server on interface
client(config)#interface gigabitEthernet 1/1

client(config-if-GigabitEthernet 1/1)#ipv6 dhcp server ruijje - >enable DHCPV6 service on

interface

client(config-if-GigabitEthernet 1/1)#end

Configuring DHCPV6 Client
Enable DHCPvV6 client under interface

client(config)#interface FastEthernet 0/11



S86E Implementation Cookbook V1.1 Configuration Guide

client(config-FastEthernet 0/11)#no switchport
client(config-FastEthernet 0/11)#ipv6 enable

client(config-FastEthernet 0/11)#ipv6 dhcp clientpdrj - >enable DHCPV6 client and prefix solicitation

on the interface

V. Verification
1. How to display status of DHCPv6 pool

server#show ipv6 dhcp pool
DHCPvV6 pool: ruijie
Prefix pool: ruijie
preferred lifetime 3600, valid lifetime 3600
DNS server: 2003::1

Domain name: www.example.com.cn

2. How to display DHCPv6 Server assignment
server#show ipv6 dhcp binding
Client DUID: 00:03:00:01:00:1a:a9:7d:88:97
IAPD: iaid 11, T1 1800, T2 2880
Prefix: 2001::/64
preferred lifetime 3600, valid lifetime 3600

expires at Jul 17 2011 18:30 (3570 seconds)

3. How to display DHCPvV6 client status on interface
client#show ipv6 dhcp int f0/11
FastEthernet 0/11 is in client mode
State is IDLE
next packet will be send in : 1525 seconds
List of known servers:
DUID: 00:03:00:01:00:1a:a29:15:¢9:b5
Reachable via address: FE80::21A:A9FF:FE15:C9B6
Preference: 0
Configuration parameters:

IA PD: IA ID Oxb, T1 1800, T2 2880
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Prefix: 2001::/64
preferred lifetime 3600, valid lifetime 3600
expires at Jul 17 2011 17:55 (3325 seconds)
Prefix name: ruijie
DNS server: 2003::1
Domain name: www.example.com.cn

Rapid-Commit: disable

2.9.4.2.2 DHCPv6 Relay

Scenario

The DHCPV6 relay forwards DHCPv6 messages between the DHCPV6 server and the DHCP client. When the DHCP server
and the DHCP client are not in the same physical network, the DHCP relay is responsible for forwarding the DHCP solicit and
reply messages. The forwarding process is different from routing forwarding, which features transparent transmission.
Generally, the router will not modify the contents of IP packets. Upon receiving the DHCP message, the DHCP relay will
regenerate and forward another one. The DHCP relay is just like a DHCP server for the DHCP clients and a DHCP client for
the DHCP server.

I. Requirements

DHCPvV6 Server Station(Windows 2008) assigns IPv6 prefix to DHCPV6 client(station) , and switch acts as DHCPv6
Relay

Il. Network Topology
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Ill. Configuration Tips

1. Configuring DHCPV6 Server
2. Enable IPv6 routing on DHCPv6 Relay agent

IV. Configuration Steps

Configuring DHCPvV6 Relay agent
1. Enable IPv6 routing

Ruijie>enable
Ruijie#tconfigure terminal
Ruijie(config)#ipv6 unicast-routing

Ruijie(config)#end

2. Assign IPv6 address to interface connected to DHCPv6 Server ,then enable IPv6 on that interface
Ruijie(config)#int g0/13
Ruijie(config-if-GigabitEthernet 0/13)#no switchport
Ruijie(config-if-GigabitEthernet 0/13)#ipv6 enable
Ruijie(config-if-GigabitEthernet 0/13)#ipv6 address 2001:1::1

Ruijie(config-if-GigabitEthernet 0/13)#end

3. Create VLAN for DHCPv6 client and assign interfaces connected to DHCPv6 client to that VLAN
Ruijie(config)#vlan 2
Ruijie(config-vlan)#exit

Ruijie(config)#int g0/14

3-229



Ruijie(config-if-GigabitEthernet 0/14)#switchport mode access
Ruijie(config-if-GigabitEthernet 0/14)#switchport access vlan 2
Ruijie(config-if-GigabitEthernet 0/14)#end

Ruijie#

4. Configure IPv6 Gateway for DHCPv6 client and then enable DHCPv6 Relay
Ruijie#conf t
Ruijie(config)#interface vlan 2
Ruijie(config-if-VLAN 2)# ipv6 address 2001:1::1/64
Ruijie(config-if-VLAN 2)# ipv6 enable

Ruijie(config-if-VLAN 2)# ipv6 dhcp relay destination 2001::1 ----- >configure DHCPV6 Relay

3. Enable RA function and set M and O bits

@. DHCPV6 client acquires gateway infomation via RA , not DHCPv6 Server

. Set "managed address configuration” flag in RA packets which indicates that whether DHCPV6 client uses stateful
autoconfiguration to acquires IPv6 address . By default , this flag doesn't been set.

®. Set "other stateful configuration"flag in RA packets which indicates that whether DHCPV6 client use stateful
autoconfiguration to acquires other infomation . By default , this flag doesn't been set.

Ruijie>enable

Ruijie#tconfigure terminal

Ruijie(config-if-VLAN 2)# no ipv6 nd suppress-ra - >enable RA function
Ruijie(config-if-VLAN 2)# ipv6 nd managed-config-flag = ----- >set M flag of RA
Ruijie(config-if-VLAN 2)# ipv6 nd other-config-flag - > set O flag of RA

Ruijie(config-if-VLAN 2)# end

6. Configuring DHCPv6 Server
Configure Windows 2008 as DHCPv6 Server , for detail information , see Microsoft corresponding guide.

V. Verification
How to display NIC status on station



o

C:\sersiAdministrator>ipconfig

Windows IP Configuration

Ethernet adapter.

Connection—specific DNS Suffix
IPve Address . . . .

[Pvb Address . . . .

IPv6 Temparary Address - -
Link-local IPvt Address

IPv4 Address. . . . . .

Subnet Mask . . . . . .
Default Gateway . . . .

2. Use Ping to test connectivity
sllzerssScottXping 28081 ::

inging 2881::1 with 32 hytes
2081::1: time<ims
2081::1: time<ims
2081::1: time<ims
2081::1: time<ims

statistics for 20@1::1:

Packetz: Sent = 4, Received = 4, Lost
pproximate round trip times in milli-second

Minimum = Bmsz. Maximum = Bms,. Average

sllzerssScott >

Note: System creates one more random IPv6 temporary address after enabling IPV6.
Suggest to disable this function in order to control user unique ID and reduce network consumption etc.
Following sample shows how to disable temporary address :
run->cmd->netsh->int ipv6->set privacy state=disable
ersibAdministratorinetsh
sint ip
i set privacy :

For more infomation about IPv6 temporary address , see http://technet.microsoft.com/zh-

cn/magazine/2007.08.cableguy.aspx



http://technet.microsoft.com/zh-cn/magazine/2007.08.cableguy.aspx
http://technet.microsoft.com/zh-cn/magazine/2007.08.cableguy.aspx

2.9.4.3 IPv6 Tunnel

2.9.4.3.1 ISATAP Tunnel

Scenario

Intrasite Automatic Tunnel Addressing Protocol (ISATAP) is an automatic overlay tunneling mechanism that uses the
underlying IPv4 network as a NBMA link layer for IPv6. ISATAP is designed for transporting IPv6 packets within a site where
a native IPv6 infrastructure is not yet available; for example, when sparse IPv6 hosts are deployed for testing. ISATAP
tunnels allow individual IPv4 or IPv6 dual-stack hosts within a site to communicate with other such hosts on the same virtual
link, basically creating an IPv6 network using the IPv4 infrastructure.

ISATAP Address Format

ISATAP uses unicast addresses that include a 64-bit IPv6 prefix and a 64-bit interface identifier. The interface identifier is
created in modified EUI-64 format in which the first 32 bits contain the value 000:5EFE to indicate that the address is an IPv6
ISATAP address. The table below describes an ISATAP address format.

‘64 Bits ‘32 Bits ‘32 Bits

link local or global IPvE unicast prefix ‘DDDD:SEFE ‘IP'M address ofthe [SATAR link

As shown in the table above, an ISATAP address consists of an IPv6 prefix and the ISATAP interface identifier. This
interface identifier includes the IPv4 address of the underlying IPv4 link. The following example shows what an actual
ISATAP address would look like if the prefix is 2001::/64 and the embedded IPv4 address is 192.168.1.1. In the ISATAP
address, the IPv4 address is expressed in hexadecimal as COA8:0101 and the ISATAP is 2001::0000:5EFE:C0A8:0101

I. Requirements
PCs inIPv4 network want to visit IPv6 resource.

Build ISATAP tunnel between PC1 and S7606 to reach that goal.

Il. Network Topology
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IPv6 network

IPv4:192.168.33.194 IPv6:2001:2::2/64 &%

GWW:192.168.33.1 GW: 2001:2::1
PC1 PC2

Ill. Configuration Tips

1. You must install IPv6 protocol on PC first (Win7 and Vista don't need) and then add an ISATAP tunnel route.
2. Configure tunnel interface tunnel mode, tunnel source IPv6 EUI address on ISATAP Device

IV. Configuration Steps

Configuring S7606
1. Create Tunnel Interface

S7606#conf t
S7606(config)#interface Tunnel 1

S7606(config-if-Tunnel 1)#

2. Enable IPv6 oninterface and assign IPv6 address to that interface
S7606(config-if-Tunnel 1)#pv6 enable

S7606(config-if-Tunnel 1)#ipv6 address 2001:1::/64 eui-64

3. Modify Tunnel mode

S7606(config-if-Tunnel 1)#tunnel mode ipv6ip isatap

4. Specify Tunnel source using interface ID or IPv4 address(use IPv4 address here)
S7606(config-if-Tunnel 1)#ip address 3.3.3.4 255.255.255.0

S7606(config-if-Tunnel 1)#tunnel source 3.3.3.4

3-233



S86E Implementation Cookbook V1.1 Configuration Guide

5. Enable RA . ltis disable by default.

S7606(config-if-Tunnel 1)#no ipv6 nd suppress-ra

6. Assign IPv6 address to Vlan 20 which is also gateway for PC2
S7606(config)#vlan 20
S7606(config-vlan)#int vian 20
S7606(config-if-VLAN 20)# ipv6 address 2001:2::2/64

S7606(config-if-VLAN 20)# ipv6 enable

7. Configure interface conneted to S3760E and configure a static route pointing to 192.168.33.0/24
S7606(config)#interface GigabitEthernet 3/1
S7606(config-if-GigabitEthernet 3/1)# no switchport
S7606(config-if-GigabitEthernet 3/1)# ip address 192.168.1.1 255.255.255.0
S7606(config-if-GigabitEthernet 3/1)#exit
S7606(config)#ip route 192.168.33.0 255.255.255.0 192.168.1.2
S7606(config)#end

S7606#wr

Configuring S3760E
S3760E#conf t
S3760E(config)#vlan 10
S3760E(config-vlan)#interface VLAN 10
S3760E(config-if-VLAN 10)# ip address 192.168.33.1 255.255.255.0
S3760E(config-if-VLAN 10)#exit
S3760E(config)#interface FastEthernet 0/3
S3760E(config-if-FastEthernet 0/3)# switchport access vlan 10
S3760E(config)#interface FastEthernet 0/1
S3760E(config-if-FastEthernet 0/1)# no switchport
S3760E(config-if-FastEthernet 0/1)# ip address 192.168.1.2 255.255.255.0
S3760E(config-if-FastEthernet 0/1)#exit

S3760E(config)#ip route 0.0.0.0 0.0.0.0 192.168.1.1

Configuring PC
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1.Configure a static route pointing to 3.3.3.4 and enable ISATAP .

2.click Start -> Run -> services.msc ,->enable "IP Helper" Service.

Services (Local)

IF Helper

Start the service

Description:

Provides tunnel connectivity using
IPv transition technologies ([Gtod,
ISATAP, Port Proxy, and Teredo), and
IP-HTTPS, If this service is stopped,
the computer will not have the
enhanced connectivity benefits that

Mame

HomeGroup Provi...

Human Interface ...

IKE and AuthIP IPs...
Intel(R) Content P...
Intel(R) Managem...
Intel(R) Rapid Stor...

Interactive Service...

Internet Connecti...

Description

Performs ne...
Enables gen...
The IKEEXT ...
Intel(R) Con...
Allows appli..
Provides sto...
Enables use...

Provides ne...

Status

Started

Started
Started

Started

Startup Type
Manual
Manual
Automatic

Manual

Automatic (D...
Automatic (D...

Manual
Automatic

Log On As

Local Service
Local Syste...
Local Syste...
Local Syste...
Local Syste...
Local Syste...
Local Syste...
Local Syste...




r N
IP Helper Properties (Local Computer) [ﬁ,l
General | Log On | Recovery | Dependencies
Service name: iphlpsve
Digplay name: |P Helper
Description: Provides tunnel connectivity using |PvE transition -
technologies (Gtod, ISATAF, Port Proogr, and iE
Path to executable:
b | CAWindows'System32svchost exe & NetSves
]
Startup type: | Automatic w7
1 Help me configure service startup options.
Service status:  Started
Start Stop Pause Besume
You can specily the start parameters that apply when you start the service
from here.
QK || Cancel App
L — -

Note: You must double confirm that the steps above have been done, or PC will fail to create ISATAP Tunnel

V. Verification
1. How to display ISATAP status on PC

C:slzerz~Scott>netsh
netzh*int ipuvb

netszsh interface ipubrisatap
netszsh interface ipub isatap>

netzh interface ipub isataprshow route
Router Mame : 3.3.3.4

Uze Relay : default

Resolution Interval default

netzh interface ipub isatapr*show state
ISATAP State : enahled




Tunnel adapter isatap.{FEBC3043-FE310-4FB5—

Connection—specific DNS Suffix .

[Pub Address . . . . . - . & - - .
Link—lg;al IPve Address . . . . .
Default Gateway . . . . . . . . .

As figure shown above, PC1 has established ISATAP Tunnel with S7606 successfully.
2. PC1 can use Ping to reach PC2 IPv6 address through ISATAP Tunnel.

C:slUzers~Scottping 2001:2:-:2 —t

Pinging 28601:-2::2 with 32 bhytes of data:
Reply from 2001:2:-:2: timed{ims
Reply from 2001:2:-:2: timed{ims
Reply from 2001:2::2: time{ims
Reply from 2001:2::2: time{ims

Ping statistics for 20001:2::2:

Packetz: Sent = 4, Received = 4, Lost = @ (@ loss).
Approximate round trip times in milli-seconds:

Minimum = Bmz, Maximum = Bms, Average = Bms

2.9.4.3.2 Manual Tunnel

Scenario

One manually configured tunnel is similar to one permanent link set up between two IPv6 domains via the backbone network
of the IPv4. It is applicable for the relatively fixed connections that have a higher demand on security between two Area
Border Routers or between an Area Border Router and a host.

On a tunnel interface, you must manually configure the IPv6 address, source IPv4 address (tunnel source) and destination
IPv4 address (tunnel destination) of the tunnel. The nodes at the two end of the tunnel must support the IPv6 and IPv4

protocol stacks. In practical application, tunnels are always manuallyconfigured in pairs. You can think it as a point-to-point
tunnel.

I. Requirements

1. The figure shown below simulates a scenario that two IPv6 networks connects through an IPv4 network.
2. Configure Manual Tunnel on two IPv6 boundary dual-stack switches to ensure that PC1 can communicate with PC2
through IPv4 network.



Il. Network Topology

lll. Configuration Tips

1. You must install IPv6 protocol on PC first (Win7 and Vista don't need) and then add an ISATAP tunnel route.

2. Ensure all IPv4 routes have propagated correctly first.

IV. Configuration Steps

1. Install IPv6 Protocol on Windows XP.
(Windows 7 and Windows Vista don't need)

2. Enable IPv6 on SVI 10 connected to customer, then configure basic IPv6 parameters.
S86E(config) #interface vlan 10
S86E(config-if- VLAN 10)#no shutdown
S86E(config-if- VLAN 10)#ipv6 enable
S86E(config-if- VLAN 10)# ipv6 address 2001:10::1/64

S86E(config-if- VLAN 10)# no ipv6 suppress-ra

Note: You cannot enable IPv6 between S3760-1 and S3760-2 because the link only forward IPv4 traffic in order to
simulate two IPv6 networks is isolated by a IPv4 network.

3. Configure IPv6 Manual Tunnel
S86E(config) #interface Tunnel 1
S86E (config-if-Tunnel 1)#ipv6 enable
S86E(config-if-Tunnel 1)#tunnel source 10.1.1.1
S86E (config-if-Tunnel 1)#tunnel destination 10.1.1.2

S86E(config-if-Tunnel 1)#tunnel mode ipv6ip

4. Configure IPv6 Route

S86E(config) # ipv6 route 2001:20::/64 Tunnel 1

5. Show run on S3760-1
interface GigabitEthernet 0/1

no switchport

no ip proxy-arp
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ip address 10.1.1.1 255.255.255.252
!
interface GigabitEthernet 0/12
switchport access vlan 10
!
interface VLAN 10
no ip proxy-arp
ip address 192.168.10.254 255.255.255.0
ipv6 address 2001:10::1/64
ipv6 enable
no ipv6 nd suppress-ra
!
interface Tunnel 1
ipv6 enable
tunnel source 10.1.1.1
tunnel destination 10.1.1.2
|

ipv6 route 2001:20::/64 Tunnel 1

6. Configuration on S3760-2 is the same to S3760 except for the IPv6 address.

V. Verification
1. Use PING to test connectivity between PC1 and PC2

S3760-1#ping 2001:20::1 source 2001:10::1

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 2001:20::1, timeout is 2 seconds:
Packet sent with a source address of 2001:10::1

Success rate is 100 percent (5/5), round-trip min/avg/max = 48/106/176 ms
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2.9.5 Security

2951 CPP

Overview

CPU Protect Policy (CPP) can effectively prevent malicious attacks in the network by packet identification and attack packet
suppression, which can:
1. Reduce the influence of attack packets on the switch (CPU protection)

2. Enable load balance for the packets of different priority queues.

Packet identification

Packet Priority queue mapp@l\

2 - d I

0 Aoud

é\fEcket bandwidth control
S
|

\E-only queue scheduling

-

-

CPP adopts packet identification, packet bandwidth control, priority queue mapping and queue scheduling to protect
CPU and key packets.

1. Packet Identification
Packet identification classifies all the packets sent to the switch for processing, for example, ARP, BPDU and GVRP etc.

2. Packet Bandwidth Control
Administrator can configure bandwidth for each type of packets to suppress attack packets at high rate in the network.

3. Priority Queue Mapping
Eight priority queues are supported. You can configure priority queue for each type of packets.

4. Queue Scheduling
Poll scheduling algorithm is used to ensure that the protocol packets of different priority queues are sent to CPU for

processing in time. Each queue is of the same scheduling weight.

Configuration

I. Requirements

As the figure shown below , administrator connects a S5750E switch to a S8606 switch through layer 3 port and is pinging
S5750E with 18024 bytes ICMP packet on S8606 ,then he finds that there's a regular RTO (about 3 RTO every 1000
packets) . Administrator has disabled NFPP ICMP-Guard on both switches but this issue still occurs. Later administrator finds

that it is because of the default CPP setting that maks the RTO.
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Il. Network Topology

E5750E E8606

I192.168.1.1 P:192.168.1.2

.

Ill. Configuration Tips

CPP commands on different series of switch varies, but you can enter "cpu-protect” global command and use "?" to display

the details command.

This example shows how to set CPP ARP value to 200000 PPS on S86E:
Ruijie(config)#cpu-protect ?
cpu Set cpu bandwidth
sub-interface Set globle control to packet
traffic-class ~ Set traffic-class' configure
type Set packet's configure
Ruijie(config)#cpu-protect type arp-request bandwidth 20000

Ruijie(config)#cpu-protect type arp-reply bandwidth 20000

How to display CPP configuration
Ruijie#tshow cpu-protect
%cpu port bandwidth: 10000(pps)

Traffic-class  Bandwidth(pps) Rate(pps)

0 1000 0
1 1000 0
2 1500 0
3 8000 0
4 1500 0
5 1500 0
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6 3500 0

Packet Type Traffic-class Bandwidth(pps) Rate(pps) Drop(pps)
bpdu 6 1000 0 0
arp-request 2 20000 0 0

This example shows how to set CPP ARP value to 200000 PPS on S8600 :
Ruijie(config)# cpu-protect ?
sub-interface  Config sub-interface pps or percent
type Add an extend type

Ruijie(config)#cpu-protect type arp pps 20000

How to display CPP configuration

Ruijie#tshow cpu-protect summary

Type Pps Pri
tp-guard 128 7
arp 20000 3

IV. Configuration Steps
1) Configuring S86E
Ruijie(config)#cpu-protect type icmp bandwidth 5000 - >set bandwidth of ICMP to 5000 PPS

Ruijie(config)#cpu-protect traffic-class id 3 bandwidth 8000 ------ >set bandwidth of traffic-class id 3 to 8000
PPS because ICMP belongs to traffic-class id 3

Ruijie(config)#cpu-protect cpu bandwidth 10000 - >set global cpu bandwidth to 10000

2) Configuring S8606

Ruijie(config)#cpu-protect type ipv4-icmp-local pps 10000  ------ >set bandwidth of ICMP to 10000 PPS

V. Verification
1) How to display CPP configuration for ICMP on S86E
CPP bandwidth of ICMP is 5000 packets per second(pps) and ICMP belongs to Traffic-class id is 3
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cpu-protect tr
Banc

0600E-VSU#sh cpu- pvutucf mhﬂde
pu F:u‘:rﬂ' bar 1dwi ~l1'

Drop(pps) Total Total Drop

4000



2.9.5.2 NFPP

Overview

(NFPP) protects switch itself from being attack and couln't replace security feature that defend ARP spoofing. NFPP is
enabled by default.
Recommend operation:
1. Actually,no need to tune NFPP parameter on access switch because on not-gateway equipment ,there're no gateway IP
address , no routing protocol , no administrator protocol , no extra cpu consumption ,and less beening attacked.
2. On aggregation switch , default NFPP port-base threshold ----- rate-limit L00PPS / attact-detection 200PPS is small when
there're many users and many ARP attacks , the small threshold may lead to normal ARP packets loss .Best practice is tune
the threshold to rate-limit 500PPS / attact-detection 800PPS for each port and no need to adjust other ip/mac base
parameters.
3. Not suggest to turn on isolation function except for the very often attacks that makes cpu utilization up to 80% ~90% and
need to increase attack-threshold in case of misjudgement.

NFPP is the abbreviation of Network Foundation Protection Policy.In the network, some malicious attacks put too much
burden on the switch, thus the CPU ofthe switch cannot operate normally.

DoS attack may lead to the consumption of a large amount of the switch memory, entries and other resources, resulting in
the system service failure.A large amount of the packet traffic uses the CPU bandwidth,resulting in the handling failure of the
protocol packet and manage packet by the CPU, influencing the data forwarding, the device management of the
administrator and the normal device/network running.A large amount of the packet traffic consumes massive CPU resources,
making the CPU being in the high-load status and influencing the device management of the administrator and the normal
device running.In the NFPP-enabled enviroment, it prevents the system from being attacked, releasing the CPU load and

ensuring the normal and stable operation of various system services and the whole network.

Most important sub-function of NFPP Overview: (Suggest adminitrator to adjust ARP-Guard and IP-Guard function in daily
maintenance and keep the default value for other NFPP sub-function , like ND Guard ,DHCP Guard..)

ARP-Guard Overview:

The IP address is translated into the MAC address by ARP protocol in the local area network(LAN). ARP protocol plays an
important role in the network security. ARP DoS attack sends a large amount of illegal ARP packets to the gateway,
preventing the gateway from providing the services. To deal withthis attack, on one hand, you can configure the rate-limit of
the ARP packet, on the other hand, you can detect and isolate the attack source.

The ARP attack detection could be host-based or port-based. Host-based ARP attack detection could be classified into the
following two types again: source IP address/VID/port-based and source MAC address/VID/port-based. For eachattack
detection, you can configure the rate-limit threshold and warning threshold. The ARP packet will be dropped when the packet
rate exceeds the rate-limit threshold. When the ARP packet rate exceeds the warning threshold, it will prompt the warning
messages and send the TRAP message. The host-based attack detection can isolate the attack source.

IP-Guard Overview:



As is known to all, many hacker attacks and the network virus invasions begin with the network scanning. To this end, a large
amount of the scanning packets take up the network bandwidth, leading to the abnormal network communication.

Ruijie Layer-3 device provides the IP-guard function to prevent the attacks from the hacker and the virus such as “Blaster”,
reducing the CPU burden of the layer-3 devices.

There are two types of the IP packet attack:

1) Scanning the destination IP address change:not only consumes the network bandwidth and increases the device burden,
but also is a prelude of the hacker attack.

2) Sending the IP packets to the inexistent destination IP address at the high-rate: for the layer-3 device, the packets are
directly forwarded by the switching chip withoutthe consumption of the CPU resources if the destination IP address exists.
While if the destination IP address is inexistent, the ARP request packetsare sent from the CPU to ask for the corresponding
MAC address for the destination IP address when the IP packets are sent to the CPU. It consumes the CPU resources if
many IP packets are sent to the CPU.

The workaround for this attack: on one hand, you may configure the IP packet rate-limit; on the other hand, you may detect
and isolate the attack source.

The IP attack detection could be host-based or port-based. Host-based ARP attack detection adopts the combination of
source IP address/VID/port-based. For each attack detection, you can configure the rate-limit threshold and warning
threshold. The IP packet will be dropped when the packet rate exceeds the rate-limit threshold. When the ARP packet rate
exceeds the warning threshold, it will prompt the warning messages and send the TRAP message. The host-based attack
detection can isolate the attack source.

Configuring NFPP

Configuration

I. Requirements

Core switch carries 3000 users,and figure below only shows one of all the ports and this port carries about 200 users. As to
Access switch , each port can carry maximun 6 users. Administrator can enable DHCP Snooping and DAI to ensure the
stability of network and prevent ARP spoofing.In addition ,administrator can enable NFPP to protect switch itself from
beening attack.

Il. Network Topology
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Core switch

Ill. Configuration Tips

1.Disable NFPP on uplink port on access switch and adjust CPP parameters(In a scenario that have DAl enabled , the
default CPP ARP rate-limit 180PPS is not enough and can probably drops the exceeding but legal ARP packets )
2.Adjust NFPP parameters(Per Port , Per IP and Per MAC)

3.Adjust the printing rate of NFPP logs.

IV. Configuration Steps

Configuration Access Switch:
1. Configure DAI .For more information, see Chapter ARP Spoofing Protection

Ruijie#configure terminal

Ruijie(config)#vlan 10

Ruijie(config-vlan)#exit

Ruijie(config)#ip arp inspection vlan 10

Ruijie(config)#ip dhcp snooping

Ruijie(config)#interface gigabitEthernet 0/25
Ruijie(config-if-GigabitEthernet 0/25)#switchport mode trunk
Ruijie(config-if-GigabitEthernet 0/25)#ip dhcp snooping trust
Ruijie(config-if-GigabitEthernet 0/25)#ip arp inspection trust
Ruijie(config-if-GigabitEthernet 0/25)#exit
Ruijie(config)#interface range fastEthernet 0/1-24

Ruijie(config-if-range)#switchport access vian 10
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Ruijie(config-if-range)#end

Ruijie#

2. Configure NFPP :
1) Configuring global NFPP

Configuration Guide

NFPP is enabled by default , and you don't need to adjust default NFPP parameters and you can disable NFPP on uplink

interface ,then adjust CPP ARP parameter if DAI is enabled in case that CPP and NFPP drop the exceeding but legal ARP

packets received from Core switch .

Ruijie(config)#cpu-protect type arp pps 500

Tune NFPP parameters as below :

Ruijie(config-nfpp)#log-buffer entries 1024
1024 (256 by default)

Ruijie(config-nfpp)#log-buffer logs 1 interval 300

prints syslog every 300 seconds .
Ruijie(config-nfpp)#exit

Ruijie(config)#

2) Configuring NFPP in interface configuration mode
Disable NFPP on uplink interfaces

Ruijie(config)#int g0/25

------ >no need to adjust CPP if DAl is disabled

------ >set the NFPP log-buffer capability to

------ >set the rate of printing syslog . NFPP

Ruijie(config-if-GigabitEthernet 0/25)#no nfpp arp-guard enable - >disable ARP-Guard
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp dhcp-guard enable ~ ------ >disable DHCP-Guard
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp dhcpv6-guard enable ~ ------ >disable DHCPv6-Guard
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp icmp-guard enable ~  ------ >disable ICMP-Guard
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp ip-guard enable - >disable IP-Guard
Ruijie(config-if-GigabitEthernet 0/25)#no nfpp nd-guard enable - >disable ND-Guard

Ruijie(config-if-GigabitEthernet 0/25)#exit

Ruijie(config)#

Configuration on Core Switch :

Ruijie(config)#nfpp

Ruijie(config-nfpp)#arp-guard attack-threshold

per-port 800 - >set the ARP-Guard attack threshold

to 800pps per-port. When the ARP packet sent from the port exceeds the attack threshold , the attack is

detected and system prompts.
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Ruijie(config-nfpp)#arp-guard rate-limit per-port 500 - >set the ARP-Guard rate limit to
500pps (100 by default) per-port and ARP-Guard drops the exceeding ARP packets when rate exceeds.

Ruijie(config-nfpp)#log-buffer entries 1024 ------ >set the NFPP log-buffer capability to 1024 (256 by default)

Ruijie(config-nfpp)#log-buffer logs 1 interval 300  ------ >set the rate of printing syslog . NFPP prints 1

syslog every 300 seconds
Ruijie(config-nfpp)#exit

Ruijie(config)#

If you want to enable NFPP isolation, you should increase rate-limit and attack-threshold in case that NFPP isolates the legal
hosts.
Note:
1. Don't enable NFPP isolation on access switch.
2. Usually, we don't suggest you to enable NFPP isolation , but you can enable NFPP isolation if there're too many
malevolent attacks on Distribution Switch (Gateway) and CPU load is very heavy (above 90%) all the time.

Ruijie(config)#nfpp >enter NFPP

configuration mode

Ruijie(config-nfpp)#arp-guard isolate-period 600 - >When ARP packet from a host exceeds the
attack threshold , ARP-guard isolates the host for 600 seconds (The default value is Os, representing no
isolation.)

Ruijie(config-nfpp)#arp-guard attack-threshold  per-src-mac 30 ~ ------ >set the ARP-Guard attack

threshold to 30pps (8 by default ) based on the MAC address.

Ruijie(config-nfpp)#arp-guard attack-threshold  per-src-ip30  -—-—-- >set the ARP-Guard attack
threshold to 30pps (8 by default ) based on the IP address.

Ruijie(config-nfpp)#arp-guard rate-limit per-srccmac20 - >set the ARP-Guard rate limit
to 20pps (4 by default) based on the MAC address and ARP-Guard drops the exceeding ARP packets.

Ruijie(config-nfpp)#arp-guard rate-limit per-src-ip20 - >set the ARP-Guard rate limit
to 20pps (4 by default) based on the IP address and ARP-Guard drops the exceeding ARP packets.

Ruijie(config-nfpp)#ip-guard attack-threshold per-src-ip80  -——- >set the IP-Guard attack threshold to
80pps based on the IP address.

Ruijie(config-nfpp)#ip-guard isolate-period 600 e >When IP packet from a
host exceeds the attack threshold , IP-guard isolates the host for 600 seconds (The default value is 0s,

representing no isolation.)

V. Verification
1. How to display NFPP ARP-Guard configuration

3-248



Ful jieftshow nfpp arp—suard summary

drnilitored hosts: 1000

Mal == timestamp

Ful jiettshow nfpp ar

If col _filter 1 1t s not isolate host”.
VLA interface C 3 remain—time
1
1

Timestam

6. Common NFPP Syslog information
1) *Dec 26 13:46:10:%NFPP_ARP_GUARD-4-SCAN_TABLE_FULL: ARP scan table is full.
a. ARP scan table contains only the latest 256 logs. When the ARP scan table is full, the latest record overwrite the
oldest one. This log doens't have any impact on switch performance.
b. Use "clear nfpp log" EXEC command to clear NFPP log buffer
c. Following example shows how to increase log buffer size and decrease printing rate :

Ruijie(config)#nfpp

Ruijie(config-nfpp)#log-buffer entries 1024 e >set NFPP log buffer
capability to 1024



Ruijie(config-nfpp)#log-buffer logs 1 interval 300 e >NFPP print 1 log every 300

seconds

2.9.5.3 DHCP SNOOPING

Overview

DHCP Snooping: Inthe DHCP-enabled network, the general problem facing administrator is that some users use private IP
addresses rather than dynamically obtaining IP addresses. As a result, some users using dynamic IP addresses cannot
access the network, making network application more complex. In dynamic DHCP binding mode, the device records how
legal users obtain IP addresses during the course of DHCP Snooping for security purpose. There are three waysof security
control. The first one is to enable address binding for legal users in conjunction with the IP Source Guard function; the
second one is to use DAI to check the validity of users by controlling ARP; the third one is to bind the ARP message of legal
users in conjunction with the ARP Check function.It should be noted that given the limit of hardware entries in the first mode,
the switch supports limited DHCP users. Where there are too many users on the switch, some legal users may not access
the network for they cannot add hardware entries. In addition, the second method will influece the performance of the switch
at a large extent, because all ARP messages are forwarded and processed by CPU.

Some terms and functions used in DHCP Snooping are explained below:

1) DHCP Request: Packets sent from DHCP Client to DHCP Server.

2) DHCP Ack: Packets sent from DHCP Server to DHCP Client.

3) DHCP Snooping TRUST Port: Because the packets for obtaining IP addresses through DHCP are in the form of
broadcast, some illegal servers may prevent users from obtaining IP addresses, or even cheat and steal user information. To
solve this problem, DHCP Snooping classifies the ports into two types: TRUST port and UNTRUST port. The device forwards
only the DHCP reply packets received through the TRUST port while discarding all the DHCP reply packets from the
UNTRUST port. In this way, the illegal DHCP Server can be shielded by setting the port connected to the legal DHCP Server
as a TRUST port and other ports as UNTRUST ports.

4) DHCP Snooping Binding Database: By snooping the packets between the DHCP Clients and the DHCP Server, DHCP
Snooping combines the IP address,MAC address, VID, port and lease time into a entry to form a DHCP Snooping user

database.
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legal DHCP Server

Configuration

I. Requirements

As figure shown below, Core switch acts as DHCP Server and assign IP address to stations.Administrator wants to
enable DHCP Snooping in case that some users connect their household router to network and the household router
assigns IP address to stations ,then stations cannot access to the network once they require the wrong IP address.

1. Network Topology
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S .

@ Core switch

G0/49

_[(s-l‘

Access switch

PC1

lIl. Configuration Tips

Configuration Guide

1. Enable DHCP Snooping on Access switch and configure the uplink port as DHCP Snooping trust port

2. Configure Core switch as DHCP Server.

IV. Configuration Steps

Configuring Core Switch:
1. Enable DHCP Service on Core switch

Ruijie(config)#service dhcp

2. Assign IP address to Vlan 1 which is the user gateway
Ruijie(config)#interface vian 1
Ruijie(config-if-VLAN 1)#ip address 192.168.1.254 255.255.255.0

Ruijie(config-if-VLAN 1)#exit

3. Create DHCP pool
Ruijie(config)#ip dhcp pool vianl

Ruijie(dhcp-config)#network 192.168.1.0 255.255.255.0
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Ruijie(dhcp-config)#dns-server 218.85.157.99
Ruijie(dhcp-config)#default-router 192.168.1.254
Ruijie(dhcp-config)#end

Ruijie#twr

Configuring Access Switch:
1. Enable DHCP Snooping on the access switch.

Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#ip dhcp snooping

2. Configure the port connected to DHCP Server as DHCP Snooping trust port
Ruijie(config)#interface gigabitEthernet 0/49

Ruijie(config-GigabitEthernet 0/49)#ip dhcp snooping trust ~ -------- By default , all ports are DHCP Snooping
untrust port. Only trust port can forward DHCP Offer and Ack packets

3 .Save configuration
Ruijie(config-GigabitEthernet 0/49)#end

Ruijie#twrite  ------ > Confirm and save configuration

V. Verification
1. How to display DHCP assignment on DHCP Server.

Lease expiration Type

Automatic

hours 44 mins butomatic




2. How to display NIC status on station . Start -> Run -> cmd -> ipconfig/all

Ethernet adapterll

Connection—specific DHS Suffix
Degcription . . . . . . .
Physical Address. . . . .
DHCPF Enabled. . . . . . .
Autoconf iguration Enabled
Link-local IPve Address
IPv4 Address. .

Subnet Mask . .

Lease Obtained.

Lease Expires .

Default Gateway

DHCP Server . .

DHCPv6 IAID . . . .
DHCPv6 Client DUID.

DNE Servers . . . .
MetBIOE owver Tcpip.

-

T9LM Gigabit Network Connection

: cdfT:accd: e (Preferred)
1. 1¢(Preferred>

'Zf]h-:::I_ Snoop

Fuljie#ftshow ip

Switch DHCP atus :  ENABLE
51 noop1n; i A

tatus .
ootp status : DIG!
Rate limit

unlimited

2.9.5.4 |P Source Guard

Overview

IP Source Guard: IP Source Guard maintains a hardware-based IP packet filtering database to filter packets, guaranteeing
that only the users matching the database can access network resources.The hardware-based IP packet filtering database



isthe key for IP Source Guard to enable efficient security control in DHCP applications. This database is on the basis of
DHCP Snooping database. After IP Source Guard is enabled, the DHCP Snooping database is synchronized with the
hardware-based IP packet filtering database. In thisway, IP Source Guard can strictly filter IP packets from clients on the
device with DHCP Snooping enabled.

By default, once IP Source Guard is enabled on a port, all the IP packets traveling through the port (except for DHCP
packets) will be checked on the port. Only the users attaining IP addresses through DHCP and the configured static binding
users can access the network. [P Source Guard supports source MAC- and source IP-based filtering or source IP-based
filtering. In the former case, IP Source Guard will check the source MAC and source IP addresses of all packets and only
allow those packets matching the hardware-based IP packet filtering database to pass through. In the latter case, IP Source

Guard checks the source IP addresses of IP packets.

I. Requirements

As figure shown below, Core switch acts as DHCP Server . Administrator wants to enable IP Source Guard to enhanced
network security and prevent those users who configure illegal static IP address themselfs from accessing the

network.

Il. Network Topology

t-

e~
v Core switch

G0/49

W Access switch

lll. Configuration Tips
1. Core switch acts as DHCP Server
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2. Enable DHCP Snooping and IP Source Guard on Access switch to enhance network security

IV. Configuration Example
Configuring Core switch:
1. Enable DHCP Service

Ruijie(config)#service dhcp

2. Assign IP address to Vlan 1 which is user gateway.
Ruijie(config)#interface vlan 1
Ruijie(config-if-VLAN 1)#ip address 192.168.1.254 255.255.255.0

Ruijie(config-if-VLAN 1)#exit

3. Create DHCP pool .
Ruijie(config)#ip dhcp pool vianl
Ruijie(dhcp-config)#network 192.168.1.0 255.255.255.0
Ruijie(dhcp-config)#dns-server 218.85.157.99
Ruijie(dhcp-config)#default-router 192.168.1.254
Ruijie(dhcp-config)#end

Ruijiettwr

Configuring Access switch:
1. Enable DHCP Snooping

Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#ip dhcp snooping ~ ----- >enable DHCP Snooping

2. Configure the port connected to DHCP Server as DHCP Snooping trust port
Ruijie(config)#interface gigabitEthernet 0/49

Ruijie(config-GigabitEthernet 0/49)#p dhcp snooping trust ~ ------ >By default , all ports are untrust port. Only
trust port can forward DHCP Offer and Ack packets

3. Enable IP Source Guard on port connected to Users
Ruijie(config)#interface range fastethernet 0/1-2 e >configure a range of interfaces

Ruijie(config-if-range)#ip verify source port-security - >enable IP Source Guard in mode
"souce IP + MAC"
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4. Configure static IPRMAC binding .Stations that matches the binding entry can pass IP Source Guard

validation also.
Ruijie(config)#ip source binding 001a.a2bc.3a4d vlan 10 192.168.10.5 interface fa0/15
Ruijie(config)#interface fastEthernet 0/15

Ruijie(config-fastethernet 0/15)#ip verify source port-security ~ -=—- >enable IP Source Guard in

mode "souce IP + MAC"

5. Save Configuration
Ruijie(config-if-range)#end

Ruijie#write

V. Verification
1. How to display DHCP assigement

Type

17 mins  Automatic
hours 44 minse  Automatic

2. How to display NIC status on station . Start -> Run -> cmd -> ipconfig/all

Ethernet adapter..

Connection—specific DNS Suffix
Description . . . .
Physical Address. .

DHGF Enabhled. . . .
Autoconfiguration Enabled
Link-local IPve Address
IPv4 Address. .

Subnet Mask . .

Lease Obtained.

Lease Expires .

Default Gateway

DHCP Server . .

DHCPve IAID . . . .
DHCPv6 Client DUID.

DNE Servers . . . .
MetBIOS over Tepip.

fSLN Gigabit Network Connection

JC(Preferred




3. How to display DHCP snooping binding table

Fui _] 1eftshow iI::- -:I]h-:::I::- Snoop i ng bindi ng

Total mumber of kindings:
Nac!

Ethernet
‘astEthernet 0/1

Fui jiet:
Interf

Ethernet 0/

Ethernet :

Ethernet ip . ! cof. BT 1
‘astEthernet

5. Use ping to test connectivity when station passes IP source Guard validation.
C:~Users~Scott>ping 192.168.1.254

IP:i.ng:i.ng 122 .168.1.254 with 32 bytes of data:
Reply from 192.168.1.254: bytes=32 time<lms
Reply from 192.168.1.254: bytes=32 time<lms
Reply from 192.168.1.254: bytes=32 time<lms
Reply from 192.168.1.254: bytes=32 time<lms

Ping statistics for 192.168.1.254:
Packets: Sent = 4, Received = 4, Lost
Approximate round trip times in milli-—second
Minimum = Bms,. Maximum = Bms. Average

6. How to display ARP table on station.
sllzerssScott>arp —a

Interface: 1?72_168_1.1 —— Bx19?
Internet Address Physical Address Tvoe
. 254 14-14-4b-5b—Fe-T1 dynamic
. 2hh ff-ff-f{-f{-ff-ff static

7. Execute "ipconfig/release" to release IP address assigned from DHCP, then configure static IP address

C:slUzserssScottripeconf igsrelease




Internet Protocel Version 4 (TCP/IPvd) Properties &lﬁj

General

You can get IP settings assigned automatically if your network supparts
this capability, Otherwise, you need to ask yvour network administrator
for the appropriate IF settings.

Obtain an IP address automatically
@) Use the following IP address:

IP address: 192 168 . 1 . 1

Subnet mask: 255 . 255 . 255 . 0

Default gateway: 192 .168 . 1 254
Obtain DM5 server address automatically

@ Use the following DMS server addresses:

Preferred DMS server; 218 . 85 . 157 . 99

Alternate DMS server;

Validate settings upon exit | Advanced. . |

oK | | Cancel |

8. Confirm that we have assigned static IP address to station

Ethernet adapter..

Connection—specific DNS Suffix
Description . . . . . . . . .
Physical Address. . . . . .
DHGPF Enabled. . . . . . .

Hutocont iguration Enabled
Link—local IPubt Address . todf T A (Preferred)

IPv4 Address. . . . . . . 5.1, 1{Preferred?

Subnet Mask . . . . . . . IRF. 255, 0
Lease Obtained. . . . . .

Lease Expires . . .

Default Gateway . .

DHCP Server . . . .

DHGPve IAID . . . .

DHGCPv6 Client DUID.

DNS Servers . . . .

MetBIOS over Tcpip.

9. There's no binding entry when we display IP source Guard table



shiowr iI::- WwET] 5

FastEthernet
‘astEthernet
FastEthernet

10. Use ping to test the connectivity when station doesn't pass the IP source Guard validation

C:slzers~Scottping 172.168.1.254

Pinging 192.168.1.254 with 32 bytes of datac:
Request timed out.
Request timed out.
Request timed out.
Request timed out.

Ping statistics for 192.168.1.254:
Packets: Sent = 4. Received = B, Lost = 4 {188x loss)>.

C:slUzerssScott?

11. ARP entry still exists because IP Source Guard only detects IP packets , not ARP packets.
C:slUzers~Scottrarp —d
C:slUszers~Scottarp —a

Interface: 172.168.1.1 —— Bx19
Internet Address Physical Address
192,168, 1. 284 14-14-4b—5b-5e—T1

Ethernet
Ethernet
Ethernet
Ethernet

14. Finally , use ping to test connectivity successfully.



C:~Users~Scott>ping 192.168.1.254

IP:i.ng:i.ng 122 .168.1.254 with 32 bytes of data:
Reply from 192.168.1.254: bytes=32 time<lms
Reply from 192.168.1.254: bytes=32 time<lms
(Reply from 192.168.1.25%4: hytes=32 time<lims

Reply from 192.168.1.254: bytes=32 time<lms

Ping statistics for 192.168.1.254:

Packets: Sent = 4, Received = 4, Lost = 8 (Bx loss).
Approximate round trip times in milli-seconds:

MHinimum = Bms,. Maximum = Bms,. Average = Bms

2.9.5.5 Port Security

Scenario

Port security: Port security function allows the packets to enter the switch port by the source MAC address, source
MAC+IP address or source IP address. You can control the packets by setting the specific MAC address statically, static
IP+MAC binding or IP binding, or dynamically learning limited MAC addresses. The port with port security enabled is named
as secure port. Only the packets with the source MAC address in the port security address table, or IP+MAC binding
configured, or IP binding configured, or the learned MAC address,can join the switch communication, while other packets are
dropped.

I. Requirements

1. You can only connect PC1 (IP: 192.168.1.1, MAC: 0021.CCCF.6F70) to port FO/1 . If you connect PC1 to other
ports, PC1 cannot access the network.If other PCs connect port FO/1 , they cannot access the network neither.
2. Port FO/2 can only foward traffic of PC (IP=192.168.1.2, MAC=any) to the network.

Il. Network Topology
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.

@ Core switch

G0/49

Access switch

D

IP: 192.168.1.1 IP: 192.168.1.2
MAC: 0021.CCCF.6F70 MAC: 001a.a9c4.062f

IIl. Configuration Tips

Enable Port security on port FO/1 and FO/2, then set port security maximun value to 1.

IV. Configuration Steps

Configuring Core switch:

1. Assign IP address to Vlan 10 which is user gateway.
Ruijie(config)#interface vlan 10

Ruijie(config-if-VLAN 10)#ip address 192.168.1.254 255.255.255.0

2. Save configuration
Ruijie(config-if-VLAN 10)#end

Ruijie#twr

Configuring Access switch:
1. Enable port security on interface FO/1 to allow the PC (1P =192.168.1.1 VLAN=10, MAC=0021.cccf.6f70) to
access network.

Ruijie(config-if-VLAN 10)#end
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Ruijie#configure terminal

Ruijie(config)#interface fastEthernet 0/1

Ruijie(config-if-FastEthernet 0/1)#switchport port-security binding 0021.CCCF.6F70 vian 10 192.168.1.1
Ruijie(config-if-FastEthernet 0/1)#switchport port-security =~ ------ >enable Port Security

Ruijie(config-if-FastEthernet 0/1)#exit

2. Enable port security on interface FO/2 to allow the PC (IP =192.168.1.1 VLAN=10, MAC=any ) to access

network.
Ruijie(config)#interfac fastEthernet 0/2

Ruijie(config-if-FastEthernet 0/2)# switchport port-security binding 192.168.1.2 ------ >binding ip address
192.168.1.2 to interface f0/2

Ruijie(config-if-FastEthernet 0/2)#switchport port-security ~— ------ >enable port security

3. Save Configuration

Ruijie(config-if-FastEthernet 0/2)#end

Ruijie#twrite - >confirm and save
Note:
1. You can configure Port security in three modes : only MAC address, IP+MAC and only IP address

Following example shows how to configure Port Security in" IP+MAC" mode:

Ruijie(config-if-FastEthernet 0/1)#switchport port-security binding 0021.CCCF.6F70 vlan 1 192.168.1.1

Following example shows how to configure Port Security in "only IP address" mode:

Ruijie(config-if-FastEthernet 0/1)#switchport port-security binding 192.168.1.2

Following example shows how to configure Port Security in "only MAC address" mode:

Ruijie(config-if-FastEthernet 0/1)#switchport port-security mac-address 0021.CCCF.6F70

2.When you enable port security on port FO/1 in "Only MAC address" mode and bind mac address of PC1 onit, in
addition you don't enable port security on other ports , PC1 can access network through port FO/1 ,but it cannot access
network through other ports.

3.When you enable port security on port FO/1 in "Only IP address" or "IP + MAC"mode and bind corresponding
information of PC1 onit, in addition you don't enable port security on other ports ,PC1 can access network through port

FO/1 and it can also access network through other ports.



V. Verification

How to display Port security table

2.9.5.6 Port Protect

Overview

Port Protect: In some application environments, some ports are not required to communicate with each other on a device.
In such case, frame forwarding is not allowed between the protected ports, no matter the frames are unicast frames,
broadcast frames or multicast frames. To achieve this purpose, you can set some ports as protected ports.

Once ports are set as protected ports, they cannot communicate with each other. However, protected ports can still
communicate with unprotected ports.

There are two protected port modes: one is to block layer 2 forwarding between protected ports but allow layer 3 routing; the
other is to block layer 2 forwarding and layer 3 routing between protected ports. The first mode is by default when both

modes are supported.
I. Requirements
As figure shown below, PC1 and PC2 belong to VLAN 10 . PC3 belongs to VLAN 20 . All PC can access to internet ,but

they cannot communicate with each other.

Il. Network Topology
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SVI 10 192.168.10.254/24
SVI 20 192.168.20.254/24

o P
GO/
1K)

vian 10

vian 10

IP:  192.168.10.1/24 IP: 192.168.10.2/24 IP: 192.168.20.1/24
GW: 192.168.10.254 GW: 192.168.10.254 GW: 192.168.20.254

IIl. Configuration Tips

1. PC1 and PC2 are in the same VLAN 10 and you can enable port protect on ports connected to PC1 and PC2 to prevent
PC1 from communicating with PC2.

2. PC3 and PC1,PC2 are in different VLAN and you can enable port protect on ports connected to PC1 ,PC2 and PC3 ,then
enable "protected-ports route-deny" feature globally to prevent all PCs from communicating from each other.

IV. Configuration Steps
Configuring switch:
Ruijie#configure terminal
Ruijie(config)#vlan 10
Ruijie(config-vlan)#vlan 20
Ruijie(config-vlan)#exit
Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.10.254 255.255.255.0
Ruijie(config-if-VLAN 10)#interface vlan 20

Ruijie(config-if-VLAN 20)#ip address 192.168.20.254 255.255.255.0
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Ruijie(config-if-VLAN 20)#exit

Ruijie(config)#interface GigabitEthernet 0/1
Ruijie(config-if-GigabitEthernet 0/1)#switchport access vlan 10
Ruijie(config-if-GigabitEthernet 0/1)#switchport protected
Ruijie(config-if-GigabitEthernet 0/1)#interface GigabitEthernet 0/2
Ruijie(config-if-GigabitEthernet 0/2)#switchport access vlan 10
Ruijie(config-if-GigabitEthernet 0/2)#switchport protected
Ruijie(config-if-GigabitEthernet 0/2)#interface GigabitEthernet 0/3
Ruijie(config-if-GigabitEthernet 0/3)#switchport access vlian 20
Ruijie(config-if-GigabitEthernet 0/3)#switchport protected
Ruijie(config-if-GigabitEthernet 0/3)#exit

Ruijie(config)#protected-ports route-deny
deny globally to blocks Layer 3 traffic between all protected ports.

Ruijie(config)#end

Ruijie#twr

Note:

______ >enable Port protect

______ >enable Port protect

______ >enable Port protect

------ > Configuring the Route-

1) When you configure ports as protected ports, they cannot communicate with each other. However, protected ports

can still communicate with unprotected ports.
2) Only S5750E , S8600, S12000 series switch support "protected-ports route-deny" feature
3) Port protect feature only takes effect on a single Switch .For example, PC1 connects to SWA ,PC2 connects to

SWB ,then configure the ports connected to them as protected port , but they can still communicate with each other.

V. Verification
1. How to display port protect status

n
n
Lr
n
Lr
n
Lr
n
-

s switchport

t Node

»1tEthernet
itEtherne
abltfthernet
itEtherne
abitEthernet
1tEthernet




2957 AAA

2.9.5.7.1 Authentication

Overview

It verifies whether a user can access, where the Radius protocol or Local can be used. The authentication is the method to
identify a user before his/her access to the network and network services. The AAA is configured by the definition of a naming
list for authentication method and application of it on every interface. The method list defines the authentication type and
execution order. Before a defined authentication is executed, the method list must be applied on a specific interface. The default
method list is exceptional. If no other method list is defined, the default method list will automatically apply on all interfaces.
The defined method list overwrites the default method list. All authentication methods other than the local, line password and

allowing authentication must be defined with AAA.

I. Requirements

1. Administrator wants to setup a Radius server to authenticate users at login. The first method is Radius Server and
the fallback is local identity.

2. In case that illegal user breaks in with method of exhaustion ,administrator should set login limits and each account
has 3 times to attempts. Otherwise this account will be locked for 1 hour.(by default , limit is 3 attempts and locked time

is 15 hours)

Il. Network Topology

switch (AAA client)
Radius Server IP:192.168.33.161
IP 0192 168.33.244

PC
IP:192.168.33.117

lll. Configuration Tips

1. Enable AAA service,then configure Switch-to-RADIUS-Server Communication.
2. Optimize AAA configuration (AAA lock)
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3. Configure Radius Server.

IV. Configuration Steps
Configuring switch:
Ruijiet#tenable
Ruijie#configure terminal
Ruijie(config)#aaa new-model >enable AAA

Ruijie(config)#radius-server host 192.168.33.244 o >specify IP address of

Radius Server

Ruijie(config)#radius-server key ruije >speficy key for

Radius Server

Ruijie(config)#aaa authentication login ruijie group radius local ~  ------ >define authentication login methed

list. first method is Radius Server and fallback is local account.
Ruijie(config)#line vty 0 4
Ruijie(config-line)#login authentication ruijije ~ ------ >apply AAA authentication on Line VTY

Ruijie(config-line)#exit

Ruijie(config)#username admin password ruijie ~ ------ >define local account

Ruijie(config)#enable password ruijie - >set enable password

Ruijie(config)#service password-encryption - >encrypt all password globally
Ruijie(config)#aaa local authentication attempts 3~ ——-- >configure the rule that swich will lock the

account if input the right username but wrong password for three times.
Ruijie(config)#aaa local authentication lockout-time 1 =~ ------ >unlock after 1 hour
Ruijie(config)#interface vian 1

Ruijie(config-if-VLAN 1)#ip add 192.168.33.161 255.255.255.0
Ruijie(config-if-VLAN 1)#end

Ruijie#twrite  ------ > confirm and save configuration

Configuring Radius server:
Configuration of different radius servers vary .See relevant configuration guide.

V. Verification
1. Try to telnet a switch
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BN Administrator: Ch\Windows\system32\cmd.exe =) o=l

| W e e

Microsoft Windows [Werszion 6.1.76611
Copyright <c>» 200? Microsoft Corporation. A1l rights reserved.

-

C:sllzersScott>telnet 192.168.33.161_

2. Input username and password , then input enable password to enter privilege mode.

— — ———— — - —

m| Telnet 192.168.33.161 =]

gz Verification

Uzer ztiz) : Location

2017 : 192, 168

4. If first method (Radius Server)failed ,fallback method takes effect.



BN Telnet 192.168.33.161 _—

Tzername: admin

word:

Location

5. If you input right username and wrong password three times , your account has been locked.

——— —— e

g BEES: C\Windows\system32\cmd.exe . =

% futhentication failed

T
L1}

Jerification

1. Switch enables login authentication on vty line automatically once you use "Ruijie(config)#aaa new-model" command
to enable AAA | requesting user log in with local account.
This example shows how to create a local account:

Ruijie(config)#username admin password Ruijie

2. This example shows how to enable aaa login authentication on console line with use local account



Ruijie(config)#aaa new-model ~ ------ >enable AAA

Ruijie(config)#aaa authentication login ruijie local ~ ------ >define authentication login method list named ruijie

and first method is locol account.
Ruijie(config)#username admin password ruijie
Ruijie(config)#line console 0
Ruijie(config-line)#login authentication ruijie

Ruijie(config-line)#end

3. This example shows how to use local account to be the enable password
Ruijie(config)#aaa new-model ~ ------ >enable AAA

Ruijie(config)#aaa authentication enable default local ~ ------ >define authentication enable method list named

ruijie and first method is local account.

Ruijie(config)#username admin password ruijie

4. This example shows how to grant account privilege level 15 ,so that this account acquire "#" privilege mode

immediately when logs in
Ruijie(config)#username admin password ruijie

Ruijie(config)#username admin privilege 15

5. This example shows how to log in a switch through telnet without any authentication :
Ruijie(config)#aaa new-model
Ruijie(config)#aaa authentication login default none
Ruijie(config)#line vty 0 4
Ruijie(config-line)#privilege level 15
Ruijie(config-line)#end

Note: We don't suggest you to do this kind of non-authentication

2.9.5.7.2 Athorization

Overview

The AAA authorization enables the administrator to control the user’s use of the services or the rights. After the AAA

authorization service is enabled, the network device configures the user sessions by using the user configuration filestored



locally or in the server. After the authorization is completed, the user can only use the services allowed in the profile or has
the allowed rights.

Authorization Types

Ruijie product supports the following AAA authorization methods:
Exec authorization method — the user terminal loggs inthe NAS CLI and is granted the privilege level (0-15 level).
Command authorization method — after the user terminal loggs in the NAS CLI, the specific commands are authorized.

Network authorization method — grant the available service to the user session in the network.

Introduction and limits of privilege 1-15 for Ruijie production explain as below :

Level O: the lowest level ( like Ruijie>) , only several commands are granted ----ping , traceroute and enable

Level 1: normal user level ( like Ruijie>) , "show" command is added compare with level 0.

Level 2-14 : ordinary administrator (like Ruijie# ), most operations (like configuring , showing , modifying )are allowed , but a
few of High-risk operations (like delete. modify files, reload) are forbidden

Level 15: Super administrator (Ruijie#) , highest level , unlimite to do anything

Only TACACS+ supports the command authorization method. For the detailed information, please refer to TACACS+

Configuration

I. Requirements

Tacacs+ server authenticate users when user logs in through telnet ,then TACACS+ Server grants user corresponding

privilege .

Il. Network Topology

Switch{Aad client)
TACACS+ Server IP:19216811
IP:192168.1.100

PC
IP:192.168.1.2



lll. Configuration Tips

1. Configure basic route to ensure switch , TACACS+ Server and PC can communicate with each other , then configure

aaa authentication

2. Define AAA authorization list and apply AAA authorization list on VTY line
3. Create local username and password

4. Configure TACACS+ Server

IV. Configuration Steps

1. Configure basic route to ensure switch , TACACS+ Server and PC can communicate with each other , then

configure aaa authentication
See chapter AAA--->Authentication

2. Define AAA authorization list and apply AAA authorization list on VTY line

Ruijie(config)#aaa authorization exec execauth group tacacs+ local ~ ----- >define authorization exec method

named "execauth" and first method is tacacs ,fallback method is local.
Ruijie(config)#line vty 0 4

Ruijie(config-line)#authorization exec execauth ~ ----- >apply authorization method "execauth" on VTY

3. Define local account

Ruijie(config)#username ruijie password ruijie ~ ----- >configure local account :username "ruijie" password
"ruijie"
Ruijie(config)#username ruijie privilege 8 - >grant account "ruijie" privilege level 8

4. Configure TACACS+
Configuration of different TACACS+ servers vary, See relevant configuration guide.

V. Verification
Verify that the user requires privilege mode (level 8) immediately log in the switch.



BN Telnet 192.168.1.1

Uzer Access Uerification

Username: userl
Password:

RERZ2B-14Ef#fzhow privilege
Current privilege level iz 8

RER20—-14EH#

Configuring command authorization

I. Requirements

Tacacs+ server authenticates user when user logs in through telnet ,and user can use "show" and "ping" command only.

Il. Network Topology

Switch{Aad client)

TACACS+ Server IP:192168.11
IP : 192.168.1. 100

PC
IP:192.168.1.2

lll. Configuration Tips

1. Configure basic route to ensure switch, TACACS+ Server and PC can communicate with each other , then configure
aaa authentication

2. Configure login authorization

3. Define authorization command method

4. Configure TACACS+ Server



IV. Configuration Steps

1. Configure basic route to ensure switch , TACACS+ Server and PC can communicate with each other , then
configure aaa authentication
See chapter AAA--->Authentication

2. Configure login authorization
Note:
You must assign privilege level 15 to user if user needs to execute "show run", otherwise system returns an
error message "unknown command"

See Chapter AAA--->Athorization--->Configuring login authorization

3. Define authorization command method
Note:
1) You must specify authorization methods for each privilege level from 0 to 15 independently on Ruijie
device .
2) By default , switch has applied authorization methods "default" on VTY Line , otherwise you must speficify
authrization methods on VTY line.
This example shows how to speficify authroization methods for different privilge level from 0 to 15.

Ruijie(config)#aaa authorization commands 0 default group tacacs+ local
Ruijie(config)#aaa authorization commands 1 default group tacacs+ local
Ruijie(config)#aaa authorization commands 2 default group tacacs+ local
Ruijie(config)#aaa authorization commands 3 default group tacacs+ local
Ruijie(config)#aaa authorization commands 4 default group tacacs+ local
Ruijie(config)#aaa authorization commands 5 default group tacacs+ local
Ruijie(config)#aaa authorization commands 6 default group tacacs+ local
Ruijie(config)#aaa authorization commands 7 default group tacacs+ local
Ruijie(config)#aaa authorization commands 8 default group tacacs+ local
Ruijie(config)#aaa authorization commands 9 default group tacacs+ local
Ruijie(config)#aaa authorization commands 10 default group tacacs+ local
Ruijie(config)#aaa authorization commands 11 default group tacacs+ local
Ruijie(config)#aaa authorization commands 12 default group tacacs+ local
Ruijie(config)#aaa authorization commands 13 default group tacacs+ local
Ruijie(config)#aaa authorization commands 14 default group tacacs+ local

Ruijie(config)#aaa authorization commands 15 default group tacacs+ local



4. Configure Tacacs server

Configuration of different TACACS+ servers vary .See relevant configuration guide.

V. Verification
When you log in, you can execute "show run" and "ping" command only.

tacacs

Ruijiefizhow pri

Current privilege level is 15
Ruijieficonf t

> Authorization failed.

Ruijieftzhow run

Building configuration...
Current configuration : 1929 hutes

2.9.5.7.3 Accounting

Overview

The AAA accounting function enables you to trace the services and network resources used by the user. After the accounting
function is enabled, the network access server or router sends the user's network accesses to the Radius security server by
means of attribute pair. You may use some analysis software to analyze these data to implement the billing, audition and

tracing function for the user's activities.

Accounting Types
Our product currently supports the following accounting types:

Exec Accounting -- record the accounting information of entering to and exiting from the CLI of the user terminal logged in
the NAS CLI.
Command Accounting — record the specific command execution information after the user terminal logs in the NAS CLI.

Network Accounting — records the related information on the user session in the network.

Only TACACS+ supports the command accounting function. For the detailed information, please refer to TACACS+

Configuration.

I. Requirements

1. Tacacs+ Server accounts when user logs in and logs out
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2. Tacacs+ Server accounts when user enters commands

Il. Network Topology

Switch{AaA client)

TACACS+ Server IP:192168.11

IP : 192.168.1. 100

PC
IP:192.168.1.2

IIl. Configuration Tips

1. Configure basic route to ensure switch, TACACS+ Server and PC can communicate with each other , then configure
aaa login authentication

2. Define AAA accounting method and apply AAA authorization method on VTY line

IV. Configuration Steps

Tacacs+ Server accounts when user logs in and logs out

1. Configure basic route to ensure switch , TACACS+ Server and PC can communicate with each other , then
configure aaa login authentication

See Chapter AAA--->Authentication--->Configuring login authentication using Radius

2. Define AAA accounting method and apply AAA authorization method on VTY line

Ruijie(config)#aaa accounting exec execaccout start-stop group tacacs+ /ldefine accounting method named
"execaccout"

Ruijie(config)#line vty 0 4

Ruijie(config-line)#accounting exec execaccout

Tacacs+ Server accounts when user enters commands
1. Configure basic routing and aaa login parameters

See Chapter AAA--->Authentication--->Configuring login authentication using Radius
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2. Define AAA accounting method and apply AAA authorization method on VTY line
Note:
You must specify accounting methods for each privilege level from 0 to 15 independently on Ruijie device .
This example shows how to speficify accounting methods for different privilge level from 0 to 15.

Ruijie(config)#aaa accounting commands 0 commaccout start-stop group tacacs+ /IDefine method named

"commaccout"

Ruijie(config)#aaa accounting commands 1 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 2 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 3 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 4 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 5 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 6 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 7 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 8 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 9 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 10 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 11 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 12 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 13 commaccout start-stop group tacacs+
Ruijie(config)#aaa accounting commands 14 commaccout start-stop group tacacs+

Ruijie(config)#aaa accounting commands 15 commaccout start-stop group tacacs+

Ruijie(config)#line vty 0 4

Ruijie(config-line)#accounting commands O commaccout /lapply accounting method "commaccout" on

vty line

Ruijie(config-line)#accounting commands 1 commaccout
Ruijie(config-line)#accounting commands 2 commaccout
Ruijie(config-line)#accounting commands 3 commaccout
Ruijie(config-line)#accounting commands 4 commaccout
Ruijie(config-line)#accounting commands 5 commaccout
Ruijie(config-line)#accounting commands 6 commaccout

Ruijie(config-line)#accounting commands 7 commaccout
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Ruijie(config-line)#accounting commands 8 commaccout

Ruijie(config-line)#accounting commands 9 commaccout

Ruijie(config-line)#accounting commands 10 commaccout
Ruijie(config-line)#accounting commands 11 commaccout
Ruijie(config-line)#accounting commands 12 commaccout
Ruijie(config-line)#accounting commands 13 commaccout
Ruijie(config-line)#accounting commands 14 commaccout

Ruijie(config-line)#accounting commands 15 commaccout

V. Verification

1. Tacacs+ Server accounts when user logs in and logs out

This example shows the entries about logs in and logs out on cisco ACS :

Cisco Svstems

Reports and Activity

I -

User

Setup
Group
Setup

Reports

% Shatred Profile
Components

Network
Configuration

o Systern
Configuration

Interface
Configuration

o | | !

Administration

j-l | External User
Databases

Posture
mana)| yalidation

Hetwaork .l\ccess
Frofiles

Reports and
Activity

_ﬁ

B |TAcACS+ Accounting |
TACACSH+
Administration

RADIUS Accounting

VoIP Accounting
Passed
Authentications

Eailed Attempts
ogged-in Users
Disabled Accounts

B ACS Backup And
Restore

m Database Replication
% Administration Audit

iy User Password
Changes
. ACS Service

5 P00 B 5O

m

[ refresh 4l Download
TACACS+ Accountin
Filtering is not appl
Start Date End Date Rows t
RegEx
I Apply Filter H Clear Filter

User- Group- caller-1d Acct

Date % | Time — |elapsed time service

Name Name | —  —  |[Elags
03/13/2013 |18:39:14 |usera |22 2t [195 168.1.2]stop |19 shell
Group
Default
03/13/2013 |18:38:55 |user3 Croun 192.168.1.2 |start |.. shell

2. Tacacs+ Server accounts when user enters commands

This example shows the entries about command accouting on cisco ACS :



W Reports and Activity
Select 2 Tacacs+ Administration acti\
tup
Filtering is not applied.
£B [ oo Reports
1 | setup
& |gharedPro{ﬁ\e [B TACACS+ Accountin Start Date End Date Rows to Display 50
omponents
. ﬁ TACACS+ Administration RegEx
Net k
é Eemmmureian [B] RADIUS Accountin { Apply Filter ] I Clear Filter
E— [B woIP Accounting
3] Sustem -
e Configurat Passed Authentications = - v
%‘ anfiguration B pate ¥ Time User— Group- cmd V- ervice
Interface [H Failed Attempts Name Name i vl
=48 contiqurztion 3 -
Jﬁ Logged-in Users =|[03/13/2013 19:04:05 |user3 gfgimt show version <crz 1 shell
ol | dmpistration % Disabled Accounts P
ontro -
[B3 ACS Backup And Restore 02/12/2013 19:03:59 |user3 2?;3:“ show clock <cr> 1 shell
£ | Extternal User -
3{5 | Databases Bj Database Replication Default X
03/13/2013|19:02:49 juser3 Crou show privilege <cr> 1 shell
Cnlst;r: % Administration Audit P
aooo) alidation
— B3 user password changes 03/13/2013 19:03:39 |user3 gfgiglt exit <crs 0 shell
ﬁ etwork Acces]
x Profiles ¥ i H i
B acs service monitoring 03/13/2013 19:03:36 |user3 gem“'t exixt <cr> 0 shell
@ Teperis o I roup
Activity
n2/12/7013 19:03:35 lusera Pefault ait ccrs 0 shell

2958 ACL

2.9.5.8.1 Anti-virus ACL

Overview

ACL is the shortened form of Access Control List, or Access List. It is also popularly called firewall, or packet filtering in some
documentation. ACL controls the messages on the device interface by defining some rules: Permit or Deny.

According to usage ranges, they can be divided into ACLs and QoS ACLs.BY filtering the data streams, you can restrict the
communication data types in the network and restrict the users of the network and the device they can use. When data
streams pass the switch, ACLs classify and filter them, that is, check the data streams input from the specified interface and
determine whether to permit or deny them according to the matching conditions. To sum up, the security ACL is used to
control which dataflow is allowed to pass through the network device. The QoS policy performs priority classification and
processing for the dataflow.

ACLs consist of a series of entries, known as Access Control Entry (ACE). Each entry specifies its matching condition and
behavior. Access list rules can be about the source addresses, destination addresses, upper layer protocols, time-ranges or
other information of data flows.

I. Requirements

Administrator wants to deploy anti-virus ACL on Access switch to filter common virus port and enhance network
security .

Il. Configuration Tips

1. Create extended ACL and define ACE
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2. Apply ACL on interfaces
3. Add and delete Access Control Entry(ACE).

11l. Network Topology

g Core switch

| Goras

‘l

Access switch

IV. Configuration Steps

Configuring Access switch:
1. Create extented ACL and define ACE

Ruijie# configure terminal

Ruijie(config)# ip access-list extended defencevirus e >create an extended ACL named
defencevirus

Ruijie(config-ext-nacl)# 10 deny tcp any any eq 27665 - >specify virus ports. These information

comes from daily practice
Ruijie(config-ext-nacl)# 20 deny tcp any any eq 16660
Ruijie(config-ext-nacl)# 30 deny tcp any any eq 65000

Ruijie(config-ext-nacl)# 40 deny tcp any any eq 33270
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Ruijie(config-ext-nacl)# 50 deny tcp any any eq 39168
Ruijie(config-ext-nacl)# 60 deny tcp any any eq 6711
Ruijie(config-ext-nacl)# 70 deny tcp any any eq 6712
Ruijie(config-ext-nacl)# 80 deny tcp any any eq 6776
Ruijie(config-ext-nacl)# 90 deny tcp any any eq 6669
Ruijie(config-ext-nacl)# 100 deny tcp any any eq 2222
Ruijie(config-ext-nacl)# 110 deny tcp any any eq 7000
Ruijie(config-ext-nacl)# 120 deny tcp any any eq 135
Ruijie(config-ext-nacl)# 130 deny tcp any any eq 136
Ruijie(config-ext-nacl)# 140 deny tcp any any eq 137
Ruijie(config-ext-nacl)# 150 deny tcp any any eq 138
Ruijie(config-ext-nacl)# 160 deny tcp any any eq 139
Ruijie(config-ext-nacl)# 170 deny tcp any any eq 445
Ruijie(config-ext-nacl)# 180 deny tcp any any eq 4444
Ruijie(config-ext-nacl)# 190 deny tcp any any eq 5554
Ruijie(config-ext-nacl)# 200 deny tcp any any eq 9996
Ruijie(config-ext-nacl)# 210 deny tcp any any eq 3332
Ruijie(config-ext-nacl)# 220 deny tcp any any eq 1068
Ruijie(config-ext-nacl)# 230 deny tcp any any eq 455
Ruijie(config-ext-nacl)# 240 deny udp any any eq 31335
Ruijie(config-ext-nacl)# 250 deny udp any any eq 27444
Ruijie(config-ext-nacl)# 260 deny udp any any eq 135
Ruijie(config-ext-nacl)# 270 deny udp any any eq 136
Ruijie(config-ext-nacl)# 280 deny udp any any eq netbios-ns
Ruijie(config-ext-nacl)# 290 deny udp any any eq netbios-dgm
Ruijie(config-ext-nacl)# 300 deny udp any any eq netbios-ss
Ruijie(config-ext-nacl)# 310 deny udp any any eq 445
Ruijie(config-ext-nacl)# 320 deny udp any any eq 4444
Ruijie(config-ext-nacl)# 330 permit ip any any

Ruijie(config-ext-nacl)#exit

2. Apply ACL on interfaces
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Ruijie(config)#interface range fastEthernet 0/1-24

Ruijie(config-if-range)#ip access-group defencevirus in

3. ACE Add and delete ACE
Ruijie(config-ext-nacl)#15 deny tcp any any eq 707 ~ --—--- >insert No.15 ACE between No0.10 and No.20 .

Ruijie(config-ext-nacl)¥no15 - >delete No.15

Note: ACL enforces in hardware , so ACL is not applied if there are insufficient hardware resource available .

V. Verification
How to display ACL configuration and status

Ruijie(config)#show ip access-group ~ -—--- >where ACL apply
ip access-group defencevirus in
Applied On interface GigabitEthernet 0/1.
Ruijie# show access-lists - >show ACL configuration
ip access-list extended defencevirus

10 deny tcp any any eq 27665

15 deny tcp any any eq 707

20 deny tcp any any eq 16660

30 deny tcp any any eq 65000

40 deny tcp any any eq 33270

50 deny tcp any any eq 39168

60 deny tcp any any eq 6711

70 deny tcp any any eq 6712

80 deny tcp any any eq 6776

90 deny tcp any any eq 6669

100 deny tcp any any eq 2222

110 deny tcp any any eq 7000

120 deny tcp any any eq 135

130 deny tcp any any eq 136

140 deny tcp any any eq 137

150 deny tcp any any eq 138

160 deny tcp any any eq 139
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170 deny tcp any any eq 445

180 deny tcp any any eq 4444

190 deny tcp any any eq 5554

200 deny tcp any any eq 9996

210 deny tcp any any eq 3332

220 deny tcp any any eq 1068

230 deny tcp any any eq 455

240 deny udp any any eq 31335
250 deny udp any any eq 27444
260 deny udp any any eq 135

270 deny udp any any eq 136

280 deny udp any any eq netbios-ns
290 deny udp any any eq netbios-dgm
300 deny udp any any eq netbios-ss
310 deny udp any any eq 445

320 deny udp any any eq 4444

330 permit ip any any

6. Configuration Script
ip access-list extended defencevirus
10 deny tcp any any eq 27665
20 deny tcp any any eq 16660
30 deny tcp any any eq 65000
40 deny tcp any any eq 33270
50 deny tcp any any eq 39168
60 deny tcp any any eq 6711
70 deny tcp any any eq 6712
80 deny tcp any any eq 6776
90 deny tcp any any eq 6669
100 deny tcp any any eq 2222
110 deny tcp any any eq 7000

120 deny tcp any any eq 135
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130 deny tcp any any eq 136

140 deny tcp any any eq 137

150 deny tcp any any eq 138

160 deny tcp any any eq 139

170 deny tcp any any eq 445

180 deny tcp any any eq 4444

190 deny tcp any any eq 5554

200 deny tcp any any eq 9996

210 deny tcp any any eq 3332

220 deny tcp any any eq 1068

230 deny tcp any any eq 455

240 deny udp any any eq 31335
250 deny udp any any eq 27444
260 deny udp any any eq 135

270 deny udp any any eq 136

280 deny udp any any eq netbios-ns
290 deny udp any any eq netbios-dgm
300 deny udp any any eq netbios-ss
310 deny udp any any eq 445

320 deny udp any any eq 4444

330 rmit ip any any

3.9.5.8.2 TCP Unidirectional control ACL

Overview

By filtering the packets of TCP SYN initialization, you can block the TCP traffic from stations in lower security zone to that in
higher security zone. As per the process of TCP connection, the first TCP initialization packet in which the SYN bit is setto 1
and the ACK bit is set to 0. Therefore,you can use ACL to block this kind of packet to filter the subsequence TCP traffic from
lower security zone to higher security zone in the one-way direction

This feature is especially suitable for Servers , such as FTP , WEB ,that provides services for internet users . Users from
internet is allowed to visit these servers , but servers are forbidden to visit the internet.
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This feature of Access Lists don't have any impact on traffic of ICMP and UDP
I. Requirements
There're two subnets in the network : subnet A 192.168.200.0/24 and subnet B 192.168.100.0/24.Stations in subnet A

can visit stations in subnet B through TCP , but stations in subnet B cannot visit stations in subnet B through TCP.

Il. Configuration Tips

ACL can block TCP traffic by filtering the TCP packet in which SYN bit is 1 and ACK bit is O.

IIl. Network Topology

el
h( 192.168.196.1!24

SWA oW SWB

segment A

IV. Configuration Steps

Scheme 1: Apply ACL on Switch B
Configuring Switch B:

Ruijie# configure terminal
Ruijie(config)# ip access-list extended 102 e >create extended ACL 101

Ruijie(config-ext-nacl)# deny tcp 192.168.100.0 0.0.0.255 192.168.200.0 0.0.0.255 match-all syn ------ >deny TCP
packets in which Syn bit is 1 and other bit is O(includes ACK bit)

Ruijie(config-ext-nacl)# permitipanyany e >permit any other traffic
Ruijie(config-ext-nacl)# exit
Ruijie(config)# interface gigabitEthernet 3/2

Ruijie(config-if)# ip access-group 101in e >apply ACL 101 on the interface in the

input direction
Ruijie(config-if)#end

Ruijiefwr
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Scheme 2: Apply ACL on Switch A
Ruijie# configure terminal
Ruijie(config)# ip access-list extended 200 - >create extended ACL 101

Ruijie(config-ext-nacl)# deny tcp 192.168.100.0 0.0.0.255 192.168.200.0 0.0.0.255 match-all syn ------ >deny
TCP packets in which Syn bit is 1 and other bit is O(includes ACK bit)

Ruijie(config-ext-nacl)# permitipanyany - >permit any other traffic
Ruijie(config-ext-nacl)# exit
Ruijie(config)# interface VLAN 100

Ruijie(config-if-VLAN100)# ip access-group 101 out ~  ------ >apply ACL 101 on the SVI in the output

direction
Ruijie(config-if)#end

Ruijie#twr

V. Verification
How to display ACL configuration:

Ruijie# show access-lists 101
ip access-list extended 101
10 deny tcp 192.168.100.0 0.0.0.255 192.168.200.0 0.0.0.255 match-all syn

20 permit ip any any

Verify that stations in subnet B cannot initialize TCP connection to stations in subnet A ,but they can still commmunicate
with each other on ICMP and UDP

3.9.5.8.3 Time-based ACL

I. Requirements

Filter the traffic from stations in Intranet to Internet during office hour(from 9:00 am to 12:00 am and 14:00 pm to 18:00 pm)
and permit this traffic in any other time.
Stations in Intranet can communicate with each other unlimited.

Il. Network Topology
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192. 1882, 2/24

0f2
» 192, 168. 2. 1/2¢

SW

2.168.1.1/24

|

PC-1 192, 168.1.2 PC-2 1592, 168.1.3

Ill. Configuration Tips

1. Correct switch clock, becasue time-based ACL refers to swich clock.

2. When define a time-range , you cannot define a time-range that across 00:00. For example ,If you want to define a
time-range from 10:00 pm to 7:00 am :

Ruijie(config)#time-range aaa
Ruijie(config-time-range)#periodic daily 0:00 to 7:00

Ruijie(config-time-range)#periodic daily 22:00 to 23:59
3. Both standard and extend ACL support time-range ACL

IV. Configuration Steps
1. Correct switch clock
Ruijie>enable
Ruijie(config)#clock timezone beijing 8  ----- > set timezone to UTC+8
Ruijie(config)#exit

Ruijie#clock set 10:00:00 12 1 2012~ ----- > hour:minute:second month day year

2. Define time-range

Ruijie(config)#time-range work ~ ----- >define a time-range named work

Ruijie(config-time-range)#periodic daily 9:00 to 12:30
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Ruijie(config-time-range)#periodic daily 14:00 to 18:30

Ruijie(config-time-range)#exit

3. Create a ACL and define ACE
Ruijie(config)#ip access-list extended 100

Ruijie(config-ext-nacl)#5 permit ip 192.168.1.0 0.0.0.255 192.168.0.0 0.0.255.255 ----- >permit any traffic

between stations in intranet

Ruijie(config-ext-nacl)#10 deny ip 192.168.1.0 0.0.0.255 any time-range work ~ ----- >deny any traffic from
192.168.1.0/24 to Internet during work time

Ruijie(config-ext-nacl)#20 permitip any any ~ ----- >permit any other traffic(you must configure this

command , because there's an implicit deny any in the end)

Ruijie(config-ext-nacl)#exit

4. Apply ACL on interface
Ruijie(config)#interface GigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#ip access-group 100in - >apply ACL 100 on interface connected

to intranet

5. Save configuration
Ruijie(config-if-GigabitEthernet 0/1)#end

Ruijie#twrite

V. Verification
1) How to display system clock

Ruijie#tshow clock

10:14:01 beijing Sat, Dec 1, 2012

2) How to display ACL configuration
Ruijie#tshow access-lists
ip access-list extended 100
5 permit ip 192.168.1.0 0.0.0.255 192.168.0.0 0.0.255.255

10 deny ip 192.168.1.0 0.0.0.255 any time-range work (active) ~  ----- >red mark "active" indicates that it is
office time now

20 permit ip any any
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3) How to display ACL status
Ruijie##show ip access-group
ip access-group 100 in

Applied On interface GigabitEthernet 0/1.

3.9.6 QoS

3.9.6.1 Working Principles and Basic Configuration

QoS on Switches

Ingress — - - - Egress
E— —>| Policing |—| Marking |—>| Queuing |—>| Scheduling |—>

Note: The preceding figure shows the QoS data processing process. The following describes the functions of each step.
1. Classifying

Classify the incoming data traffic into non-IP data traffic and IP data traffic and labels the two data traffic types
with different differentiated services code point (DSCP) values.

DSCP labeling for non-IP data traffic
Method 1: On the ingress interface, configure the policy mapping.
Mac access-list extended mac_acl
permit ...
class-map mac_class

match access-group mac_acl
policy-map mac_policy

class mac_class

set cos 6

interface Gi0/1

service-policy input mac_policy

The obtained CoS information is mapped based on the CoS-to-DSCP MAP table.



In this way, the data traffic is labeled with DSCP values.
Method 2: Enable the port trust mode CoS on the ingress port. If the L2 header of the packet
interface Gi0/1

mls qos trust cos

contains CoS, the CoS value (contained in the VLAN Tag field) is obtained from the packet.
The obtained CoS information is mapped based on the CoS-to-DSCP MAP table.
In this way, the data traffic is labeled with SDCP values.
Method 3: Enable the port trust mode CoS on the ingress port. If the L2 header of the packet
interface Gi0/1
mls gos trust cos

mls qos cos 6

does not contain CoS, obtain the CoS value of the packet according to the default CoS value of the ingress
interface.

The obtained CoS information is mapped based on the CoS-to-DSCP MAP table.
In this way, the data traffic is labeled with DSCP values.
Note

1. The above criteria 2, 3 take effect only when the QoS trust mode of the port is enabled. Enabling the QoS trust
mode of a port does not mean getting the QoS information directly from the message or the input port of the
message without analyzing the message contents.

2. The above three criteria may apply simultaneously on the same port. In this case, they will take effect according
to the sequence 1, then 2 and then 3. In other words, the ACLs work first for the classifying operation. When
it fails, the criteria 2 will be used, and so on. Here, if the QoS trust mode of the port is enabled, criteria 2 and
3 will be used to get the QoS information directly from the message or the port; otherwise, default DSCP value
0 will be assigned for the messages failing the classifying operation.

DSCP labeling for IP data traffic
Method 1: On the ingress interface, use the mapping table based on the applied policy.

Method 2: Enable the port trust mode IP precedence on the ingress port. Obtain the IP precedence information
from the IP packet header.

The obtained IP precedence information is mapped based on the ip-prec-dscp MAP table.

In this way, the data traffic is labeled with DSCP values.



Method 3: Enable the port trust mode COS on the ingress interface to obtain the COS information of the packet.
There are two situations as follows:

1. The L2 header does not contain COS. In this case, the COS information of the packet is obtained based on the
default COS of the ingress interface.

2. The L2 header contains COS. In this case, the COS information of the packet is directly obtained from the L2
header.

The obtained CoS information is mapped based on the CoS-DSCP MAP table.
In this way, the data traffic is labeled with DSCP values.

Method 4: Enable the port trust mode DSCP on the ingress port. Obtain the DSCP information from the IP packet
header.

2. Summary

The incoming data traffic is classified into non-IP data traffic and IP data traffic.

Packet ;
247 ¢-| policy-map
class-map
malh Obtain DSCP information from Policy Map

set ip dscp >
Obtain default COS value from the port.

no|policy-map = = > 3 Classify data
Not malching the ACY bt ou packets cos-dscp packets by

| rom the IP-PREC field in th the internal
H Port trust mode |— trusti lp-prec > |p prec-dscp DSCP value.

trust dscp Obtain the value from the DSCP field in the pécket.
Pqrt trust mode disarllad_) The obtained DSCP information is 0.

Ruijie(config)# policy-map policy-map-name
Ruule(conf g pmap)#class cfass mnamf—

v \
/ \

rate—bps is the . \ burst—byte is th
second (kbps) bandwidth (Ebyte

Apply police-map into interface

Ruijie(config-if)# service-policy input policy-map-name

Note: When one mapping policy is applied on multiple ports, the rate restriction bandwidth of each port is
independent from each other.

3.Marking:
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Classifying

Classify data
packets by

the internal
DSCP value.

TR e - Add DSCP values
= ¢ = Classifydata: C==> | Marking | |that label data
Lpacketshy. packets to the
If configured DSCP. DSCP fields in the
packets.
[T
packets
according to
the ACL, IVecsion Headlen | ToS(1byte) |Len |o |0ffset |Tn. | Proto | FCs |
configure the
policy, and lakel
new S.

Configuration Guide

The DSCP-to-CoS Map table and CoS-to-Queue Map table are the default ones on the device.

The CoS-Map table is a default mapping table of CoS values and queues.

CosSii |0 1 2 3 < 5
)| 1 2 3 4 S i 8
I wrr-queue bandwidth |
Queue
weight2 |——> Note: The weight of a SP queue is 0.
=i weight 2 >
— weight 4 > The ovgrall output packet Ien_gth of a data packet queue is
- - determined by the queue weight.
No data packets in the| gid5 weight 1 > | scheduling |f rt —
aueve qid6. weight1 ——> Result of one scheduling process
qid7- weight1 —>
qids weight1 | —>
wrr-queue bandwidth
Queue
—( weight2 |——> Note: The weight of a SP queue is 0.
s weight2 |——>
— weight 4 The ovgrall output packet Ien_gth of a data packet queue is
- determined by the queue weight.
No data packets in {he| gid5 weight 1 |— > | scheduling |f rt :>
A qidé. weight1 ———> Result of one scheduling process
qid7. weight1 |——>
qids weight1 ——>

Configuration method:

1. Select the output queue scheduling algorithm.

2. Configure the scheduling weight for the output queue.
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Weight of queue 1 weight of queue 8

Ruijie(config)# {wrr-queue | drr-queue; bandwidth ‘-@@1}]} f-;y/gg@gf_;:'

When the weight (WRR/DRR) is set to 0, SP scheduling is used for the queue. The following is an example
describing how to configure the SP+DRR or SP+WRR scheduling algorithm.

SP+DRR/SP+WRR Scheduling Configuration on Switch 11x

The SP group queue features the top priority. The DDR group queue is scheduled only when the SP queue is
empty.

Group type SPO SPO DRRO DRRO DRRO SP1 DRR1 DRR1
Queue 0 1 2 3 4 5 6 7
Weight 0 0 1 2 3 0 1 1

Different from that on type-A switches, the scheduling sequence is SP1, SPO, and other DDR queues in weight
sequence.

3.9.6.2 Rate Limit on Ports

Scenario

The QoS Policy Map table can be correlated to the ACL for rate limit on certain types of traffic (for example, HTTP traffic and
traffic of users on the xx network segment). As the ACL can be configured flexibly, different traffic types can be set with different

rate limits. Regardless of the configuration complexity, you can take the method into consideration if necessary.

The rate limit feature supports only unitary rate limit on a port. The function does not differentiate the rate limit by traffic type. It

is similar to fixed bandwidth allocation to the port. The method features simple configuration and unitary control.

Function Overview

There are two methods of implementing rate limit on a port of a switch.

1. Create a QoS Policy Map table. Apply the Policy Maps table on the in/out direction of the port to implement rate limit in the
in/out direction.

2. Apply the rate limit input/output policy on the port for rate limit in the in/out direction.

Both the QoS rate limit method and the rate limit policy are realized in the hardware level with the two rate three color leaky
bucket scheduling (CIR average rate + CBS burst length). The rate limit granule is 64 Kbps and the precision approximately
equals packet length / (packet length + interframe spacing + CRC), and the Ethernet interframe spacing and CRC cost is 20
bytes.

The test proves that the shorter a packet is, the lower the precision is. For example, the rate limit precision for packets in the
length of 64 bytes is lower than that of 1518 bytes.
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Generally, rate limit using the policy map method is carried out based on the leaky bucket algorithm and the rate limit policy is
carried out by the register on the port. However, on Ruijie products, both methods are carried out based on the leaky bucket
algorithm and feature equal effect.

The major difference between the two methods are that the policy map method supports correlation with the ACL and can
implement rate limit for packets of certain traffic types (for example, HTTP traffic and traffic of users on the xx network segment),
featuring flexible control. The rate limit policy supports only unitary rate limit on a port. The function does not differentiate the

rate limit by traffic type, featuring unitary control.

The N18000 series, S8600E, and S7800E support the bi-directional rate limit policy and bi-directional policy map

method for rate limit.
I. Networking Requirements

The branches of an organization connect to the core switch through MSTP links and share unified Internet access egresses.
As the branches vary in sizes and scales, the network administrator wants to specify uplink and downlink rates for the port of

each branch.

Il. Network Topology

Rate-limit 10M Rate-limit 20M
Ra(e-limit M

lll. Configuration Tips
1. Use the policy map method to limit the rate.

1) Use the ACL to classify the traffic.
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2). Configure a class map table to correlate to the ACL.

3. Configure a policy map table to correlate to the class map table and set the traffic policy.
4. Invoke the policy map table on the port.

2. Use the rate limit policy for rate control.

1. Apply the rate limit policy on the port.

IV. Configuration Steps

1. Use the ACL to classify the traffic.

1. The rate limit command configures not only the rate limits but also the burst rate. The burst rate can be configured in the

following way:
1) The value range of the burst rate is (2, 4, 8, 16, 32, 6...1024, 2*1024, 4*1024, 16*1024).

2) A minimum of 200 ms buffering capacity is recommended for the leaky bucket. That is, that minimal recommended value is
(CIR/8)*200ms, or Rate limit/40.

3) The burst rate can increase the leaky bucket size for unexpected services, such as video and file transmission, and thereby

enhance QoS burst tolerance.
Considering the above three principles, a 2* most proximate to the value of Rate limit/10 is selected.
2. Configure the rate limit policy for rate control on the port.

1. The rate limit command configures not only the rate limits but also the burst rate. The burst rate can be configured in the

following way:
1). The value range of the burst rate is (2, 4, 8, 16, 32, 6...1024, 2*1024, 4*1024, 16*1024).

2). A minimum of 200 ms buffering capacity is recommended for the leaky bucket. That is, that minimal recommended value is
(CIR/8)*200ms, or Rate limit/40.

3) The burst rate can increase the leaky bucket size for unexpected services, such as video and file transmission, and thereby

enhance QoS burst tolerance.

Considering the above three principles, a 2* most proximate to the value of Rate limit/10 is selected.

Command description:

Input|output: indicates whether the input or output traffic rate is to be limited.

kbps: indicates the upper rate limit in the unit of kbps.

burst-bytes: indicates the burst traffic size (leaky bucket size) in the unit of Kbyte.

V. Verification

1. Run the Ruijie#show policy-map interface gigabitEthernet 1/1 command to check the QoS policy invoked by the port.

2. Run the Ruijie##show mls qos rate-limit command to view the rate limit policy of the port.



3.9.7 Reliability

3.9.7.1 BFD

Overview

BFD can detect linkstatus in micro second and would be suitable for the scenario that requires sensitive delay , less packet
loss , like financial industry , ISP, medical industry .

For example , OSPF converge time would be at lease 40s to 50s which is intolerable for intolerability , but if cooperate OSPF
with BFD , the converge time would be less than 1s.

BFD can also operate with many other protocol like static route , VRRP , PBR etc.

BFD: (Bidirectional Forwarding Detection)provides low-overhead, short-duration detection ofthe connectivity in the
forwarding path between adjacent routers.The fast detection of failures in the forwarding path speeds up enabling the backup
forwarding path and improves the network performance. The BFD detection mechanism is independent from the applied
interface media type, the encapsulation format mad the associated upper-layer protocols such as OSPF, BGP, RIP.The BFD
establishes a session between adjacent routers enables the route protocols to re-calculate the route table by rapidly sending
the detection fault to the running route protocols and decreases the network convergence time sharply. The BFD itself cannot
discover the neighbors, so it needs the upper-layer protocols to notify the neighbors of which the session is established.

BFD Packet format

BFD uses UDP packets and there're 2 types packets---control and echo.

If one end receives the version 0 control packets from the peer, the default version 1 will automatically switch to version 0 to
establish the BFD session. You can use the show bfd neighborscommand to view the version member.

Format of BFP control packets(version 1) is shown as below:

0 1 2 3
01234567890123456789012345678901
Vers | Diag [StaP|FCA|DIR| Detect Mult Length ™\

My Discreaminator

Your Discreaminator

Desired Min TX Interval (" Mandatory
Required Min RX Interval
Required Min Echo RX Interval L/
Auth Type Auth Len Authentication Data... — Optional

Vers: BFD protocol version. Currently, the value is 1
Diag: the cause of latest switchover
Sta: Local status of the BFD



P: When a parameter changes, the sender places this flag in a BFD packet, to which the receiver must immediately
respond.

F: The packet must have the F flag set for responding to the packet with the P flag set.

C: Forward/control separation flag. Once this flag isset, the change of the control plane does not affect the BFD. For
example, if the control plane deploys OSPF, the BFD continues with link status detection when OSPF restarts or
performs a graceful restart (GR).

A: Authentication flag. If this flag isset, sessions need to be authenticated.

D: Query demand flag. If this flag is set, the sender expects to detect links in the query mode.

R: Reserved Flag

Detect Mult: Detection timeout multiples. This flag is used by the detector to compute the timeout duration.

Length: Packet length

My Discreaminator: Discriminator used by the BFD session to connect to the local end

Your Discreaminator: Discriminator used by the BFD session to connect to the remote end

Desired Min Tx Interval: Minimum BFD packet sending interval supported by the local end

Required Min RX Interval: Minimum BFD packet receiving interval supported by the local end

Required Min Echo RX Interval: Minimum echo packet receiving interval supported by the local end. If the local end
does not

support the echo function, set the value to 0.

Auth Type: Authentication types, including

Simple Password

Keyed MD5

Meticulous Keyed MD5

Keyed SHA1

Meticulous Keyed SHA1

Auth Length : Authentication data length

Authentication Data: Authentication data area

The UDP port number for control packet is 3784.

The difference between DLDP and BFD:
1. You must apply DLDP on ethernet port , and you can apply BFD between any two hosts regardless port type.
2. DLDP utilizes ICMP ,and BFD utilizes BFD mechanism.
3. You can apply DLDP on one end beceasue DLDP is a unidirection detection , but you must apply BFD on both ends
becasue BFD is a bidirection detection
4. DLDP bases on port ,and when DLDP detection failed , DLDP shuts the port down (for example , SVI, Layer 3 port)
and remove all the routes that is related to the port. BFD bases on pairs , when BFD detection failed , BFD controls only

the specific route.

BFD with static route

I. Requirements
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As figure shown below, SW1 connects to SW2 with two equal access to two different service providers so there're two static
routes to the same detination. The static route to ISP-B is a floating route and it is the backup path. Use BFD to detect link
availbility.

Il. Network Topology

Sy 2.2.2.2724
- sw2
192.168.1.0/24

G0N

1.1.1.2724 1.1.1.1724

Ill. Configuration Tips

Associate static route with BFD

IV. Configuration Steps

Configuring SW1
1. Assign IP address and configure floating static route

SWA(config)#interface gigabitEthernet 0/1
SWA(config-GigabitEthernet 0/1)#no switchport
SWA(config-GigabitEthernet 0/1)#ip address 1.1.1.2 255.255.255.0
SWA(config)#interface gigabitEthernet 0/2
SWA(config-GigabitEthernet 0/2)#no switchport
SWA(config-GigabitEthernet 0/2)#ip address 2.2.2.2 255.255.255.0

SWA(config)#ip route 0.0.0.0 0.0.0.0 g0/11.1.2.1 - >when associate static route with BFD , you
must configure outgoing interface and next hop at the same time . The next hop ip address must be the
source ip address of the BFD peer.

SWA(config)#ip route 0.0.0.0 0.0.0.0 2.2.2.1200  ----- >floating static route

2. Assiciate BFD with static route

SWA(config)#interface gigabitEthernet 0/1
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SWA(config-GigabitEthernet 0/1)#bfd interval 500 min_rx 500 multiplier 3 =~ ------ >set BFD time parameter and
enable BFD on the interface. We suggest you to use 500/500/3 value . BFD sends a detection packet every

500ms and is timeout when BFD doesn't receive replies three times.

SWA(config-GigabitEthernet 0/1)#no bfd echo ~  ------ >by default BFD echo mode is on .when a FW or
devices of other vendors connect between two BFD peers , the devices can possible filter BFD

packets ,then BFD will fail to build connections . We suggest you to disable BFD echo.

SWA(config)#ip route static bfd GigabitEthernet 0/1 1.1.1.1 source 1.1.1.2 - > associate BFD with

static route

Configuring SW2:
1. Assign IP address and configure floating static route

SWB(config)#interface gigabitEthernet 0/1
SWB(config-GigabitEthernet 0/1)#ip address 1.1.1.1 255.255.255.0
SWB(config)#interface gigabitEthernet 0/2
SWB(config-GigabitEthernet 0/2)#ip address 2.2.2.1 255.255.255.0
SWB(config)#ip route 192.168.1.0 255.255.255.0 1.1.1.2

SWB(config)#ip route 192.168.1.0 255.255.255.0 2.2.2.2 200

2. Assiciate BFD with static route
SWB(config)#interface gigabitEthernet 0/1
SWB(config-GigabitEthernet 0/1)#bfd interval 500 min_rx 500 multiplier 3
SWB(config-GigabitEthernet 0/1)#no bfd echo

SWB(config)#ip route static bfd GigabitEthernet 0/1 1.1.1.2 source 1.1.1.1

V. Verification
1. How to display BFD neighbor status

R1#sh bfd nei

OurAddr NeighAddr LD/RD RH/RS Holdown(mult) State Int
1.1.1.2 1.1.1.1 2/1 Up o5 ) Up
GigabitEthernet 0/1

2. Use "show ip route" EXEC command to display IP route table

3. Use "traceroute" to confirm that SW1 selects ISP-A
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4. Shutdown port GO/1 on SW?2 to simulate the scenario ISP-A is down , then use "traceroute” to confirm that SW1

selects ISP-B

5. How to display detail BFD neighbor information

Ruijie# show bfd neighbors detai
OurAddr NeighAddr
1.1.1.2 1.111  1/2

Local Diag: 0, Demand mode: O,

MinTxInt: 200000, MinRxInt: 200

Is

LD/RD RH/RS Holdown(mult) State Int
Up 532(3) Up GigabitEthernet 0/1
Poll bit: 0

000, Multiplier: 5

Received MinRxInt: 50000, Received Multiplier: 3

Holdown (hits): 600(22), Hello (hits): 200(84453)

Rx Count: 49824, Rx Interval (ms) min/max/avg: 208/440/332

Tx Count: 84488, Tx Interval (ms) min/max/avg: 152/248/196

Registered protocols: route

Uptime: 02:18:49

Last packet: Version: 1 - Diagnostic: 0

| Hear You bit: 1 - Demand bit: 0
Poll bit: 0 - Final bit: 0
Multiplier: 3 - Length: 24

My Discr.: 2 - Your Discr.: 1

Min tx interval: 50000

Relevant information

- Min rx interval: 50000

Field Description

OurAddr IP address for the session on the local end
NeighAddr IP address for the adjacent session

LD/RD Session discriminator on the local and peer end
RH/RS Current status of the session peer end

Holdown(mult)

Time of not receiving the Hello packets on the local
end and the detected timeout time of the session

State

Current session state

Int

Interface number for the session

Session state is UP and using echo

function with 50 ms interval

Whether the session is in echo mode and the interval
of sending frames. This information is shown only in
the echo mode
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Local Diag

Diagnostic information of the session

Demand mode

Whether the demand mode is enabled or not

Poll bit Whether the session configuration is modified
MinTxInt Minimum sending interval of the session on the local
End
MinRxInt Minimum receiving interval of the session on the local end
Multiplier Timeout times detected on the local end

Received MinRxInt

Minimum sending interval of the session on the peer end

Received Multiplier

Timeout times detected on the peer end

Holdown (hits)

Session detection time and the detected timeout times

Hello (hits) Minimum interval of receiving the Hello packet after
the session negotiation
Rx Count Count of BFD packets received on the local end

Rx Interval (ms) min/max/avg

Minimum/maximum/average interval of receiving the

session on the local end

Tx Count

Count of BFD packets sent on the local end

Tx Interval (ms) min/max/avg

Minimum/maximum/average interval of sending the

session on the local end

Registered protocols

Type of protocol registered to the session

Uptime

Time of keeping the session UP

Last packet

Last BFD packet received on the local end

BFD with OSPF

I. Requirements

Administrator connects a L2 Switch between Switch A and Switch B and both SW1 and SWB are running OSPF.
Administrator wants to associate OSPF with BFD to ensure a fast OSPF convergence when the link between SWB and

switch is down.

Il. Network Topology
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BFD neighbor
-+ >

SWA Switch SWB

G2M1 G2/1

192.168.1.1

92.168.3.1/24 192.168.3.2/24

g 192.168.2.1

Ill. Configuration Tips

1. Assign IP address and configure OSPF
2. Associate BFD with OSPF

IV. Configuration Steps

Configuring SWA:
1. Assign IP address and configure OSPF

SWA(config)#interface gigabitEthernet 2/1

SWA(config-GigabitEthernet 2/1)#ip address 192.168.3.1 255.255.255.0
SWA(config)#interface gigabitEthernet 1/1

SWA(config-GigabitEthernet 1/1)#ip address 192.168.1.1 255.255.255.0
SWA(config-router)#router ospf 123

SWA(config-router)#network 192.168.3.0 0.0.0.255 area 0

SWA(config-router)#network 192.168.1.0 0.0.0.255 area 0

2. Associate BFD with OSPF
SWA(config)#interface gigabitEthernet 2/1

SWA(config-GigabitEthernet 2/1)#bfd interval 500 min_rx 500 multiplier 3 =~ ------ >set BFD time parameter and
enable BFD on the interface. We suggest you to use 500/500/3 value . BFD sends a detection packet every

500ms and is timeout when BFD doesn't receive replies three times.

SWA(config-GigabitEthernet 2/1)#no bfd echo ~  ------ >by default BFD echo mode is on .when a FW or
devices of other vendors connect between two BFD peers , the devices can possible filter BFD

packets ,then BFD will fail to build connections . We suggest you to disable BFD echo.
SWA(config-router)# router ospf 123

SWA(config-router)# bfd all-interfaces - >associate BFD with OSPF

Configuring SWB:
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1. Assign IP address and configure OSPF
SWB(config)#interface gigabitEthernet 2/1
SWB(config-GigabitEthernet 2/1)#ip address 192.168.3.2 255.255.255.0
SWB(config)#interface gigabitEthernet 1/1
SWB(config-GigabitEthernet 1/1)#ip address 192.168.2.1 255.255.255.0
SWB(config-router)# router ospf 123
SWB(config-router)#network 192.168.3.0 0.0.0.255 area 0

SWB(config-router)#network 192.168.2.0 0.0.0.255 area 0

2. Associate BFD with OSPF

SWB(config)#interface gigabitEthernet 2/1

SWB(config-GigabitEthernet 2/1)#bfd interval 500 min_rx 500 multiplier 3
SWB(config-GigabitEthernet 2/1)#no bfd echo
SWB(config-router)#router ospf 123

SWB(config-router)#bfd all-interfaces

V. Verification
1. How to display BFD neighbor status

Ruijie# show bfd neighbors
OurAddr NeighAddr LD/RD RH/RS Holdown(mult) State Int

192.168.3.1 192.168.3.2 1/2 Up 532 (3) Up G2/1

2. How to display detail BFD neighbor information
Ruijie# show bfd neighbors details
OurAddr NeighAddr LD/RD RH/RS Holdown(mult) State Int
192.168.3.1 192.168.3.2  1/2 Up 532 (3) Up Ge2/1
Local Diag: 0, Demand mode: 0, Pall bit: O
MinTxInt: 200000, MinRxInt: 200000, Multiplier: 5
Received MinRxInt: 50000, Received Multiplier: 3
Holdown (hits): 600(22), Hello (hits): 200(84453)
Rx Count: 49824, Rx Interval (ms) min/max/avg: 208/440/332

Tx Count: 84488, Tx Interval (ms) min/max/avg: 152/248/196
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Registered protocols: OSPF

Uptime: 02:18:49

Last packet: Version: 1 - Diagnostic: 0

| Hear You bit: 1 - Demand bit: 0
Poll bit: 0 - Final bit: 0
Multiplier: 3 - Length: 24

My Discr.: 2

Min tx interval: 50000

Relevant information

- Your Discr.: 1

- Min rx interval: 50000

Configuration Guide

Field Description

OurAddr IP address for the session on the local end
NeighAddr IP address for the adjacent session

LD/RD Session discriminator on the local and peer end
RH/RS Current status of the session peer end

Holdown(mult)

Time of not receiving the Hello packets on the local
end and the detected timeout time of the session

State

Current session state

Int

Interface number for the session

Session state is UP and using echo
function with 50 ms interval

Whether the session is in echo mode and the interval
of sending frames. This information is shown only in
the echo mode

Local Diag

Diagnostic information of the session

Demand mode

Whether the demand mode is enabled or not

Poll bit Whether the session configuration is modified
MinTxInt Minimum sending interval of the session on the local
End
MinRxInt Minimum receiving interval of the session on the local end
Multiplier Timeout times detected on the local end

Received MinRxInt

Minimum sending interval of the session on the peer end

Received Multiplier

Timeout times detected on the peer end

Holdown (hits)

Session detection time and the detected timeout times

Hello (hits) Minimum interval of receiving the Hello packet after
the session negotiation
Rx Count Count of BFD packets received on the local end

Rx Interval (ms) min/max/avg

Minimum/maximum/average interval of receiving the
session on the local end

Tx Count

Count of BFD packets sent on the local end
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Tx Interval (ms) min/max/avg

Minimum/maximum/average interval of sending the

session on the local end

Registered protocols

Type of protocol registered to the session

Uptime

Time of keeping the session UP

Last packet

Last BFD packet received on the local end

BFD with PBR

I. Requirements

Administrator connects a L2 Switch between Switch A and Switch B and enable PBR on both SW1 and SWB . Administrator
wants to associate PBR with BFD,BFD will fast switchover to fallback PBR when the link between SWB and switch is down.

Il. Network Topology

BFD neighbor
- >
Gl/1 G21 ¥ G211 1 Gl/1
192.168.1.1 192.168.2.1
92.168.3.1/24 W 192.168.3.2/24
SWA Switch SWB
Ill. Configuration Tips
1. Assign IP address
2. Associate PBF with BFD
IV. Configuration Steps
Configuring SWA
1. Assign IP address to G2/1 on SWA and configure BFD
SWA# configure terminal
SWA(config)# interface GigabitEthernet2/1
SWA(config-if)# no switchport
SWA(config-if)# ip address 192.168.3.1 255.255.255.0
SWA(config-if)# bfd interval 500 min_rx 500 multiplier 3 —------ >set BFD time parameter and enable BFD on the

interface. We suggest you to use 500/500/3 value . BFD sends a detection packet every 500ms and is

timeout when BFD doesn't receive replies three times.
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SWA(config-if)# no bfd echo ~ ------ >py default BFD echo mode is on .when a FW or devices of other
vendors connect between two BFD peers , the devices can possible filter BFD packets ,then BFD will fail to

build connections . We suggest you to disable BFD echo

2. Assign IP address to G1/1 on SWA
SWA(config-if)# exit
SWA(config)# interface GigabitEthernetl/1
SWA(config-if)# no switchport

SWA(config)# ip address 192.168.1.1 255.255.255.0

3. Associate PBR with BFD
SWA(config)# ip access-list extended 100
SWA(config-ext-nacl)# permit ip any 192.168.2.0 0.0.0.255
SWA(config-ext-nacl)# deny ip any any
SWA(config-ext-nacl)# exit
SWA(config)# route-map Examplel permit 10
SWA(config-route-map)# match ip address 100
SWA(config-route-map)# set ip precedence priority
SWA(config-route-map)#set ip next-hop verify-availability 192.168.3.2 bfd GigabitEthernet 0/1 192.168.3.2
SWA(config)# end

SWAHwr

Configuring SWB
1. Assign IP address to G2/1 on SWB and configure BFD

SWB# configure terminal

SWB(config)# interface GigabitEthernet 2/1
SWB(config-if)# no switchport

SWB(config-if)# ip address 192.168.3.2 255.255.255.0

SWB(config-if)# bfd interval 500 min_rx 500 multiplier 3 —------ >set BFD time parameter and enable BFD on the
interface. We suggest you to use 500/500/3 value . BFD sends a detection packet every 500ms and is

timeout when BFD doesn't receive replies three times.

SWB(config-if)# no bfd echo ~ ------ >by default BFD echo mode is on .when a FW or devices of other
vendors connect between two BFD peers , the devices can possible filter BFD packets ,then BFD will fail to

build connections . We suggest you to disable BFD echo
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2. Assign IP address to G1/1 on SWB
SWB(config-if)# exit
SWB(config)# interface GigabitEthernetl/1

SWB(config-if)# no switchport

SWB(config)# ip address 192.168.2.1 255.255.255.0

3. Associate PBR with BFD

SWB(config)# ip access-list extended 100

Configuration Guide

SWB(config-ext-nacl)# permit ip any 192.168.1.0 0.0.0.255

SWB(config-ext-nacl)# deny ip any any
SWB(config-ext-nacl)# exit
SWB(config)# route-map Examplel permit 10

SWB(config-route-map)# match ip address 100

SWB(config-route-map)# set ip precedence priority

SWB(config-route-map)#set ip next-hop verify-availability 192.168.3.1 bfd GigabitEthernet 2/1 192.168.3.1

SWB(config)# end
SWB#

V. Verification
1. How to display BFD neighbor status

Ruijie# show bfd neighbors details

OurAddr NeighAddr LD/RD  RH/RS
192.168.3.1 192.168.3.2  1/2 Up
Local Diag: 0, Demand mode: 0, Pall bit: O
MinTxInt: 200000, MinRxInt: 200000, Multiplier: 5
Received MinRxInt: 50000, Received Multiplier: 3

Holdown (hits): 600(22), Hello (hits): 200(84453)

Holdown(mult) State Int

532 (3) Up Ge2/1

Rx Count: 49824, Rx Interval (ms) min/max/avg: 208/440/332

Tx Count: 84488, Tx Interval (ms) min/max/avg: 152/248/196

Registered protocols: PBR
Uptime: 02:18:49

Last packet: Version: 1 - Diagnostic: 0
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| Hear You bit: 1 - Demand bit: 0

Poll bit: 0 - Final bit: 0

Multiplier: 3 - Length: 24

My Discr.: 2 - Your Discr.: 1

Min tx interval: 50000 - Min rx interval: 50000

Min Echo interval: 0

2. How to display detail BFD neighbor information
Ruijie# show bfd neighbors details
OurAddr NeighAddr LD/RD RH/RS Holdown(mult) State Int
192.168.3.2  192.168.3.1 2/1 Up 532 (5) Up Ge2/1
Local Diag: 0, Demand mode: 0, Poll bit: O
MinTxInt: 50000, MinRxInt: 50000, Multiplier: 3
Received MinRxInt: 500000, Received Multiplier: 5
Holdown (hits): 600(22), Hello (hits): 200(84453)
Rx Count: 49824, Rx Interval (ms) min/max/avg: 209/440/332 last: 66 ms ago
Tx Count: 84488, Tx Interval (ms) min/max/avg: 153/249/197 last: 190 ms ago
Registered protocols: PBR

Uptime: 02:18:49

Last packet: Version: 1 - Diagnostic: 0

| Hear You bit: 1 - Demand bit: 0
Poll bit: 0 - Final bit: 0

Multiplier: 5 - Length: 24

My Discr.: 1 - Your Discr.: 2
Min tx interval: 500000 - Min rx interval: 500000

Min Echo interval: O

Relevant info as below:

Field Description

OurAddr IP address for the session on the local end
NeighAddr IP address for the adjacent session

LD/RD Session discriminator on the local and peer end
RH/RS Current status of the session peer end
Holdown(mult) Time of not receiving the Hello packets on the local
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end and the detected timeout time of the session

State Current session state

Int Interface number for the session

Session state is UP and using echo | Whether the session is in echo mode and the interval
function with 50 ms interval of sending frames. This information is shown only in

the echo mode

Local Diag Diagnostic information of the session

Demand mode Whether the demand mode is enabled or not

Poll bit Whether the session configuration is modified

MinTxInt Minimum sending interval of the session on the local
End

MinRxInt Minimum receiving interval of the session on the local end

Multiplier Timeout times detected on the local end

Received MinRxInt Minimum sending interval of the session on the peer end

Received Multiplier Timeout times detected on the peer end

Holdown (hits) Session detection time and the detected timeout times

Hello (hits) Minimum interval of receiving the Hello packet after

the session negotiation

Rx Count Count of BFD packets received on the local end

Rx Interval (ms) min/max/avg Minimum/maximum/average interval of receiving the
session on the local end

Tx Count Count of BFD packets sent on the local end

Tx Interval (ms) min/max/avg Minimum/maximum/average interval of sending the
session on the local end

Registered protocols Type of protocol registered to the session
Uptime Time of keeping the session UP
Last packet Last BFD packet received on the local end
3.9.7.2 DLDP
Overview

DLDP: Data Link Detection Protocol (DLDP) is a protocol designed to detect Ethernet link fault quickly.

Based on the SDH platform, the MSTP supports access, processing, and transmission of multiple services, such as TDM,
ATM, and Ethernet, providing a multi-service node for the unified network management system. Because Ethernet lacks in
the link keep-alive protocol, Ethernet access is always used at user access points. As a result, link protocol status is still
normal even if lines for Ethernet to access the MSTP network are disconnected. In this case, route convergence slows down
and the difficulty in locating a fault is increased.

The major procedure for device link detection can be divided into the following stages:
Initialization stage
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When DLDP is enabled on the interface, DLDP is changed intoinitialization status, and then an ARP request is sent to obtain
the MAC address of the peer device. If DLDP cannot obtain the peer MAC address, DLDP is in the initialization stage unless
users prohibit this function and DLDP status is changed into deleted. After the peer MAC address is obtained, DLDP status is
changed into link succeeded.

Link succeeded status

In this state, DLDP can send a link detection request to detect line connectivity. After DLDP responses are received, the
interface is marked UP. If responses are not received, requests are sent until the number of requests exceed the maximum
number. In this case, the link is marked failed and DLDP status is changed into initialization. If users delete this function
during this process, DLDPstatus is changed into deleted.

Deleted status

In deleted state, the interface status is not analyzed by the link detection function. In thiscase, the interface status is
consistent with the physical channel status.

The devices on both sides detected by DLDP can be set to work in active/passive mode. In the passive mode, DLDP
detection packets are not sent actively and only the DLDP detection packets from the peer end are detected and replied to
for link detection. When multi-channel DLDP detection is configured on a convergence router, the passive mode can greatly
reduce processing load of the convergence device and traffic load of lines. In the passive mode, the peer end must be set to
active mode so that the devices on both sides can normally work with each other.

The difference between DLDP and BFD:

1. You must apply DLDP on ethernet port , and you can apply BFD between any two hosts regardless port type.

2. DLDP utilizes ICMP ,and BFD utilizes BFD mechanism.

3. You can apply DLDP on one end beceasue DLDP is a unidirection detection , but you must apply BFD on both ends
becasue BFD is a bidirection detection

4. DLDP bases on port ,and when DLDP detection failed , DLDP shuts the port down (for example , SVI, Layer 3 port) and
remove all the routes that is related to the port. BFD bases on pairs , when BFD detection failed , BFD controls only the
specific route.

I. Requirements

The following figure provides two equal access to two different service providers ,and there are two static routes . route of
ISP 1 is main path and route of ISP2 is a floating route, and it is the "backup" or redundant path.

The issue is when FW1 connects between R1 and SW ,even if ISP 1 is down , SW cannot detect the issue and will still
forward traffic to R1. Administrator can enable DLDP to solve this problem

Il. Network Topology
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1.1.1.1 ‘ 2.2.2.2
R1 @ R2
172.16.1.2/24 172.16.2.2124

> FW2

172.16.1.1/2 172.16.2.1/24

IIl. Configuration Tips

Configuration Guide

1. Configure two default routes on SW, one route points to ISP1 at 172.16.1.2, the other route is floating route and

points to ISP2 at 172.16.2.2

2 .Configure DLDP on SW to detects ISP 1 at 1.1.1.1 with next-hop 172.16.1.2

IV. Configuration Steps

Configuring SW

1. Assign IP address and configure basic IP routing
Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#no switchport

Ruijie(config-if-GigabitEthernet 0/1)#ip address 172.16.1.1 255.255.255.0

Ruijie(config-if-GigabitEthernet 0/1)#exit
Ruijie(config)#interface GigabitEthernet 0/2

Ruijie(config-if-GigabitEthernet 0/2)#no switchport

Ruijie(config-if-GigabitEthernet 0/2)#ip address 172.16.2.1 255.255.255.0
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Ruijie(config-if-GigabitEthernet 0/2)#exit
Ruijie(config)#ip route 0.0.0.0 0.0.0.0 172.16.1.2 ----- >configure default route

Ruijie(config)#ip route 0.0.0.0 0.0.0.0 172.16.2.2 20 ------ > configure floating static route with metric 20

2. Configure DLDP on SW
Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#dldp 1.1.1.1 next-hop 172.16.1.2 ------ >detect ISP 1 at 1.1.1.1 with next-hop
172.16.1.2

By default ,DLDP sends a detection packet every 1000 ms and sends 4 detection packet in all , if all detection packets

are failed , DLDP is timeout and can resume when receiveing 3 continuous replies

Ruijie(config)#show dldp interface gigabitEthernet 0/1

Interface Type Ip Next-hop Interval Retry Resume State

Gio/4 Active 1.1.1.1 172.16.1.2 100 4 3

DLDP command format :

Ruijie(config-if)# didp ip-address [ next-hop ip-address ] [ interval tick ] [ retry retry-num ] [ resume resume-num ]

Use this command to enable the DLDP detection function

next-hop ip-address: The nexthop IP address

Interval tick: The detection interval time. The valid range is 1 to 3600, in ticket, 1 ticket approximately equals to 10ms .
By default it is 100 ticket(1 second).

retry retry-num: The retransmission times. The valid range is 1 to 3600, 4 by defaultl .System change port state from
up to down if no reply after sending 4 icmp echo

resume resume-num: The resume times of the link of the peer device detected. Before changing the link state from
DOWN to UP, the continuous DLDP detection packets shall be received. The valid range is 1-200. 3 by default.

3. DLDP Optimization

Modify parameters based on the following rules :

Note:

1) DLDP allows to configure multiple ICMP detection on the same layer 3 port. Port changes to down when all ICMP
detection fails and to recovers when one ICMP detection resumes.

2) DLDP uses the interface primary IP address as the communication source.

3) Pay attention to CPP and NFPP setting when require many ICMP detections (e.g more than 100 IP detection and
20pps for each IP) Suggest to turn off ICMP-Guard :

Ruijie#configure terminal



Ruijie(config)#nfpp
Ruijie(config-nfpp)#no icmp-guard enable
Ruijie(config-nfpp)#end

Ruijiettwr

and tune CPP parameters :

Ruijie(config)#cpu-protect type icmp bandwidth 4096

V. Verification
1. Display IP route table when DLDP doesn't time out
Eul jietfshow ip route

. — RIF, B - BGP
a
O5PF NSS4

L1 - I5- IE level-1, L2 - IS-I5 le
date default

]

L2 to network 000,000

Lo

rmected, GigakitBEthernet 041

=
e
-

—

1tEthernet 0%

3. Show debug to describe how DLDP works
Ruijie#debug ipicmp = ------ >enable debug ip icmp then shutdown loopback 0
*Mar 29 14:21:26: %7: ICMP: echo reply rcvd, src  1.1.1.1, dst 172.16.1.1
*Mar 29 14:21:27: %7: ICMP: echo reply rcvd, src  1.1.1.1, dst 172.16.1.1
*Mar 29 14:21:28: %7: ICMP: echo reply rcvd, src  1.1.1.1, dst 172.16.1.1
*Mar 29 14:21:29: %7: ICMP:sending redirect host to 172.16.1.1,gw 172.16.1.2
*Mar 29 14:21:29: %7: ICMP:sending ttl(time to live) exceeded to 172.16.1.1

*Mar 29 14:21:29: %7: ICMP:redirect rcvd from 172.16.1.1 --for dst 1.1.1.1 use gw 172.16.1.2



*Mar 29 14:21:29: %7: ICMP: time exceeded rcvd from 172.16.1.1------ >1st timeout

*Mar 29 14:21:30: %7: ICMP:sending redirect host to 172.16.1.1,gw 172.16.1.2

*Mar 29 14:21:30: %7: ICMP:sending ttl(time to live) exceeded to 172.16.1.1

*Mar 29 14:21:30: %7: ICMP:redirect rcvd from 172.16.1.1 --for dst 1.1.1.1 use gw 172.16.1.2

*Mar 29 14:21:30: %7: ICMP: time exceeded rcvd from 172.16.1.1------ >2nd timeout

*Mar 29 14:21:31: %7: ICMP:sending redirect host to 172.16.1.1,gw 172.16.1.2

*Mar 29 14:21:31: %7: ICMP:sending ttl(time to live) exceeded to 172.16.1.1

*Mar 29 14:21:31: %7: ICMP:redirect rcvd from 172.16.1.1 --for dst 1.1.1.1 use gw 172.16.1.2

*Mar 29 14:21:31: %7: ICMP: time exceeded rcvd from 172.16.1.1------ >3rd timeout

*Mar 29 14:21:32: %7: ICMP:sending redirect host to 172.16.1.1,gw 172.16.1.2

*Mar 29 14:21:32: %7: ICMP:sending ttl(time to live) exceeded to 172.16.1.1

*Mar 29 14:21:32: %7: ICMP:redirect rcvd from 172.16.1.1 --for dst 1.1.1.1 use gw 172.16.1.2

*Mar 29 14:21:32: %7: ICMP: time exceeded rcvd from 172.16.1.1------ >shutdown port after 4th timeout
*Mar 29 14:21:33: %DLDP-5-STATECHANGE: Interface GigabitEthernet 0/1 - DIdp 1.1.1.1 state changed to down.
*Mar 29 14:21:33: %7: ICMP:sending redirect host to 172.16.1.1,gw 172.16.1.2

*Mar 29 14:21:33: %7: ICMP:sending ttl(time to live) exceeded to 172.16.1.1

*Mar 29 14:21:33: %7: ICMP:redirect rcvd from 172.16.1.1 --for dst 1.1.1.1 use gw 172.16.1.2

*Mar 29 14:21:33: %7: ICMP: time exceeded rcvd from 172.16.1.1

*Mar 29 14:21:34: %LINEPROTO-5-UPDOWN: Line protocol on Interface GigabitEthernet 0/1, changed state to

down.

4. When DLDP detection fails , DLDP shutdowns the port , then floating static route is installed in IP route table.

Euljie#fshow ip route

external type 2

o o
:"_'l_ :"_'l ].E'
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3.9.7.3 RLDP

Overview

RLDP: Rapid Link Detection Protocol is one of Ruijie's proprietary link protocol designed to detect Ethernet link fault quickly.
General Ethernet link detection mechanism only makes use of the status of the physical connections and detects the
connectivity of the link via the auto-negotiation of the physical layer. This detection mechanism has restrictions and
sometimes cannot provide reliable link detection information for the user. For example, if the optical fiber receiving line pair
on the optical interface is misconnected, due to the existence of the optical converter, the related port of the device is"linkup"
physically but actually the corresponding layer-2 link cannot work for communications.

The RLDP enables easy detection of Ethernet device link fault, including the one-way link fault, two-way link fault and loop
link fault.

BPDU Guard: BPDU Guard put ports in err-disable status if ports receive BPDU packets

Common layer 2 loops occurs in following scenarioes

1. Both core switches connect to a same access swtich

Corel Core 2

e

In tis scenarin, you can enable MSTP to prevent loop and ensure network redundancy.
2. Both access swithes connect double links to core switch
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Core

S

sw2 SW3

In this scenario , you can enable Aggregate port(AP) to prevent loop and ensure network redundancy

3. one cable connects to two ports on a same switch

g access switch

In this scenario , you can enable RLDP or BPDU Guard to prevent loop

4. Access switch connects to a hub and a loop occurs in the hub
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[0][e0000]fod

In this scenario , we suggest you to enable RLDP rather than BPDU Guard to prevent loop because BPDU Guard is a
standard protocol and utilizes multicast packets at MAC 01-80-C2-00-00-00 to conmunicate.Some hubs can probably
filter packets sent to this MAC ,so even when a loop occurs , BPDU Guard doesn't put the port in err-disable

status.Compare with BPDU Guard , RLDP is Ruijie private protocol that utilizes mutlicast packets at MAC 01-d0-f8-00-

00-02 to communicate which doesn't be filtered.

I. Requirements

Administrator wants to enable RLDP on edge ports on access switch to prevent loop

Il. Configuration Tips
1. Enable RLDP globally
2. Configure RLDP on interfaces

3. Configure error recovery interval

IIl. Network Topology
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Core switch

Access switch 1 Access switch 2

IV. Configuration Steps
Configuring access switch :
Rujijie#configure terminal
Rujijie(config)#rldp enable  ------ >enable RLDP globally
Rujijie(config)#interface range g0/1-24 ~ ------ > configure arange interfaces

Rujijie(config-if-range)#rldp port loop-detect shutdown-port ------ >|f RLDP detects aloop , RLDP shutdown this
port

Rujijie(config-if-range)#exit
Rujijie(config)#errdisable recovery interval 300~ ------ >those ports recover after 300s
Rujijie(config)#end

Rujijie#wr

Note:
1) We suggest you to enable BPDU Guard and Portfast at the same time (you must enable STP first)

Rujijie#tconfigure terminal

Ruijie(config)#spanning-tree

Ruijie(config)#interface range g0/1-24
Ruijie(config-if-range)#spanning-tree bpduguard enable
Ruijie(config-if-range)#spanning-tree portfast
Ruijie(config)#interface gigabitEthernet 0/25

Ruijie(config-if-GigabitEthernet 0/25)#spanning-tree bpdufilter enable
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Ruijie(config-if-GigabitEthernet 0/25)#exit
Rujijie(config)#errdisable recovery interval 300
Rujijie(config)#end

Rujijie#wr

V. Verification
1. How to display RLDP status

Fujijiettshow rldp
rldp =tate

rldp hello inter
rldp

2. System returns following messages when a loop occurs between ports G0/5 and GO/7
Rujijie#
*Mar 19 20:16:00: %RLDP-3-LINK_DETECT_ERROR: loop detection error detect on interface GigabitEthernet

0/7 .set this interface errordisable!

*Mar 19 20:16:00: %RLDP-3-LINK_DETECT_ERROR: loop detection error detect on interface GigabitEthernet
0/5.set this interface errordisable!

Mar 19 20:16:01: %LINEPROTO-5-UPDOWN: Line protocol on Interface VLAN 1, changed state to down.
*Mar 19 20:16:02: %LINK-3-UPDOWN: Interface GigabitEthernet 0/5, changed state to down.

*Mar 19 20:16:02: %LINEPROTO-5-UPDOWN: Line protocol on Interface GigabitEthernet 0/5, changed state to

down.
*Mar 19 20:16:02: %LINK-3-UPDOWN: Interface GigabitEthernet 0/7, changed state to down.

*Mar 19 20:16:02: %LINEPROTO-5-UPDOWN: Line protocol on Interface GigabitEthernet 0/7, changed state to

down.

3. RLDP shutdown both ports G0/5 and GO/7



itEthernet
itEthernet
tEthernet
itEthernet
itEthernet
s1tEthernet
itEthernet

Urilnowm

4. Both ports recover after 300s :

*Mar 19 20:21:01:
*Mar 19 20:21:01:
*Mar 19 20:21:01:
*Mar 19 20:21:01:
*Mar 19 20:21:04:
*Mar 19 20:21:06:
*Mar 19 20:21:06:
*Mar 19 20:21:06:

*Mar 19 20:21:06:

5. Execute "rldp reset"
Ruijijie#rldp reset
Rujijie#

*Mar 19 20:34:32:
*Mar 19 20:34:32:
*Mar 19 20:34:32:

*Mar 19 20:34:32:

3.9.8 Multicast

3.9.8.1 IGMP Snoopi

Overview

%PORT_SECURITY-4-ERR_RECOVER: Interface GigabitEthernet 0/5 recover from an error.
%PORT_SECURITY-4-ERR_RECOVER: Interface GigabitEthernet 0/7 recover from an error.
%RLDP-3-LINK_DETECT_RECOVER: rldp recover interface GigabitEthernet 0/7 from loop error
%RLDP-3-LINK_DETECT_RECOVER: rldp recover interface GigabitEthernet 0/5 from loop error
%LINEPROTO-5-UPDOWN: Line protocol on Interface VLAN 1, changed state to up.
%LINK-3-UPDOWN: Interface GigabitEthernet 0/5, changed state to up.
%LINEPROTO-5-UPDOWN: Line protocol on Interface GigabitEthernet 0/5, changed state to up.
%LINK-3-UPDOWN: Interface GigabitEthernet 0/7, changed state to up.

%LINEPROTO-5-UPDOWN: Line protocol on Interface GigabitEthernet 0/7, changed state to up.

EXEC command to rest all ports in disabled status immediately

%PORT_SECURITY-4-ERR_RECOVER: Interface GigabitEthernet 0/7 recover from an error.
%RLDP-3-LINK_DETECT_RECOVER: rldp recover interface GigabitEthernet 0/7 from loop error
%PORT_SECURITY-4-ERR_RECOVER: Interface GigabitEthernet 0/5 recover from an error.

%RLDP-3-LINK_DETECT_RECOVER: rldp recover interface GigabitEthernet 0/5 from loop error

ng




IGMP Snooping: Internet Group Management Protocol, abbreviated as IGMP Snooping, is an IP multicast flow mechanism
running in the VLAN, and used to manage and control the IP multicast flow forwarding in the VLAN and belongs to the
Layer2 multicast function. The IGMP Snooping function described below is in the VLAN, and the related ports are the
member ports in the VLAN.

The device running IGMP Snooping sets up the mapping for the port and the multicast address by analyzing the received
IGMP packets, and forwards the IP multicast packets based on the mapping. With IGMP Snooping enabled, the IP multicast
packets are broadcasted in the VLAN; while with IGMP Snooping enabled, the known IP multicast packets are not

broadcasted in the VLAN but sent to the specified recipient.

I. Requirements

1) As the figure shown, core switch connects to multicast source and runs multicast routing. Access switch connects to
users (for example, PC1 and PC2) in Vlan 10

2) Enable multicast routing protocol in PIM-DM mode on Core switch. Enable IGMP Snooping in IVGL mode on access
switch.

3) Users can only join legal multicast group from 225.1.1.1 to 225.1.1.10.

4) Enable fast leave on all ports connected to users on access switch.

5) On access switch, suppress response packets from IGMP member to core switch to decrease the burden of core

switch.

Il. Configuration Tips

1) Enable multicast routing protocol in PIM-DM mode on every corresponding Layer 3 port on Core switch . Enable
IGMP Snooping in IVGL mode on access switch and specify the uplink interface as IGMP Snooping route port.

2) Configure IGMP Filter on access switch to prevent user from joining the illegal multicast group

3) Enable fast-leave on access switch

4) Enable IGMP Snooping supression on access switch

IIl. Network Topology
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IV. Configuration Steps

Configuring core switch:
1) Create vlans and enable multicast routing

Ruijie#tconfigure terminal
Ruijie(config)#vlan 10
Ruijie(config-vlan)#vlan 100
Ruijie(config-vlan)#exit

Ruijie(config)#ip multicast-routing

2) Assign G0/1 connected to multicast source to vlan 100 and enable multicast protocol in PIM-DM mode on SVI 100
Ruijie(config)#interface gigabitEthernet 0/1
Ruijie(config-if-GigabitEthernet 0/1)#switchport access vlan 100
Ruijie(config-if-GigabitEthernet 0/1)#exit
Ruijie(config)#interface vlan 100
Ruijie(config-if-VLAN 100)#ip address 192.168.100.254 255.255.255.0

Ruijie(config-if-VLAN 100)#ip pim dense-mode

3) Assign IP address to VLAN 10 and enable multicast protocol in PIM-DM mode on SVI 10

3-323



Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.10.254 255.255.255.0
Ruijie(config-if-VLAN 10)#ip pim dense-mode

Ruijie(config-if-VLAN 10)#exit

4) Configure GO/2 connected to access switch as trunk port
Ruijie(config)#interface gigabitEthernet 0/2
Ruijie(config-if-GigabitEthernet 0/2)#switchport mode trunk

Ruijie(config-if-GigabitEthernet 0/2)#exit

5) Save configuration
Ruijie(config)#end

Ruijie#twr

Configuring access switch:
1) Create vlan, assign ports connceted to users to vlan 10 and configure G0/25 connected to core switch as trunk port

Ruijie(config)#vlan 10

Ruijie(config-vlan)#exit

Ruijie(config)#interface gigabitEthernet 0/25
Ruijie(config-if-GigabitEthernet 0/25)#switchport mode trunk
Ruijie(config-if-GigabitEthernet 0/25)#exit
Ruijie(config)#interface range fastEthernet 0/1-2
Ruijie(config-if-range)#switchport access vian 10

Ruijie(config-if-range)#exit

2) Enable IGMP Snooping in IVGL mode and specify G0/25 as IGMP Snooping route port for vlan 10.
Ruijie(config)#ip igmp snooping ivgl
Ruijie(config)#ip igmp snooping vlan 10 mrouter interface g0/25

Ruijie(config)#end

3) Enable IGMP Filter to allow user join legal multicast group from 225.1.1.1 to 226.1.1.1 only
Ruijie(config)#ip igmp profile 1

Ruijie<config-profile>#permit
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Ruijie<config-profile>#range 225.1.1.1 225.1.1.10
Ruijie<config-profile>#exit
Ruijie(config)#interface range fastEthernet 0/1-2
Ruijie(config-if-range)#ip igmp snooping filter 1

Ruijie(config-if-range)#exit

4) Enable fast-leave

Ruijie(config)#ip igmp snooping fast-leave enable

5) Enable IGMP Snooping supression
Ruijie(config)#ip igmp snooping suppression enable
Ruijie(config)#end

Ruijie#twr

V. Verification
1) How to display IGMP Snooping table on access switch

Ruijie# show ip igmp snooping gda-table
Multicast Switching Cache Table

D: DYNAMIC

S: STATIC

M: MROUTE

(*, 229.255.255.250, 10): - >illegal igmp snooping entry ,you can enter "ip igmp snooping filter 1"

interface configuration command to filter it
VLAN(10) 2 OPORTS:
GigabitEthernet 0/25(M)
FastEthernet 0/2(D)

(*, 239.255.255.250, 10): - >illegal igmp snooping entry ,you can enter "ip igmp snooping filter 1"

interface configuration command to filter it

VLAN(10) 2 OPORTS:
GigabitEthernet 0/25(M)
FastEthernet 0/2(D)

(*,225.1.1.1,10: e >legal igmp snooping entry
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VLAN(10) 2 OPORTS:
GigabitEthernet 0/25(M)

FastEthernet 0/2(D)

2) How to display IGMP Snooping statistics
Ruijie#tshow ip igmp snooping statistics
Current number of Gda-table entries: 1
Configured Statistics database limit: 1024
Current number of IGMP Query packet received : O
Current number of IGMPv1/v2 Report packet received: 0
Current number of IGMPv3 Report packet received: 0
Current number of Leave packet received: 0
Current number of PIM packet received: 0

Current number of DVMRP packet received: O

Configuration Guide

------ >M indicates the route port

------ >Dindicates the user port

------ >number of igmp snooping entries

------ >max number of entries

Last reporter Report pkts

GROUP Interface Last report time  Last leave time
Leave pkts

225.1.1.1 VL10:Fa0/2
0 0

3) How to display igmp shooping route port
Ruijie#tshow ip igmp snooping mrouter
Multicast Switching Mroute Port

D: DYNAMIC
S: STATIC
(*, *, 10):
VLAN(10) 1 MROUTES:

GigabitEthernet 0/25(S)

3.9.8.2 Multicast optimization

Optimization on access switch:

Enable IGMP Filter on access switch to filter illegal multicast group
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Optimization on core switch :

1) Enable IGMP Snooping in IVGL mode on core switch which is user gateway

2) Apply ACL on the trunk port connected to access switch in input direction to prevent illgal multicast source
3) Apply IGMP filter on SVI port which is user gateway

4) Prune trunk port

5) Filter illegal register packets on RP

6) Filter illegal BSR(Dynamic RP)

7) Filter C-RP on BSR

1. Optimization on access switch:
1)This example enables IGMP Filter on ports connected to users to allow users join legal multicast group from 225.1.1.1
t0 225.1.1.10 Chighly recommend)

S86E(config)#ip igmp profile 1

S86E(config-profile)#permit

S86E(config-profile)#range 225.1.1.1 225.1.1.10 ------ >specify legal mulitcast IP range
S86E (config-profile)#exit

S86E(config)#interface range fastEthernet 0/1-2

S86E (config-if-range)#ip igmp snooping filter 1~ ------ >apply filter on the interface

S86E(config-if-range)#exit

This example displays the IGMP Snooping table before applying IGMP Snooping filter ,and illegal entries exists
Ruijie# show ip igmp snooping gda-table
Multicast Switching Cache Table
D: DYNAMIC
S: STATIC
M: MROUTE
(*, 229.255.255.250, 10): - >illegal ip igmp snooping entry
VLAN(10) 2 OPORTS:
GigabitEthernet 0/25(M)
FastEthernet 0/2(D)
(*, 239.255.255.250, 10): - >illegal ip igmp snooping entry
VLAN(10) 2 OPORTS:
GigabitEthernet 0/25(M)
FastEthernet 0/2(D)

(*,225.1.1.1,10: e >legal ip igmp snooping entry
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VLAN(10) 2 OPORTS:
GigabitEthernet 0/25(M)

FastEthernet 0/2(D)

When you finish applying IGMP Snooping filter , enter "clear ip igmp snooping gda-table” EXEC command to clear
IGMP Snooping table , then display IGMP Snooping table again.
Ruijie#tshow ip igmp snooping gda-table
Multicast Switching Cache Table
D: DYNAMIC
S: STATIC
M: MROUTE
(*,225.1.1.1,10: - >only legal ip igmp snooping entry exists
VLAN(10) 2 OPORTS:
GigabitEthernet 0/25(M)

FastEthernet 0/2(D)

2. Optimization on core switch
1) Enable IGMP Snooping in IVGL mode on core switch which is user gateway (Regardless of multicast routing
protocol in PIM-DM or PIM-SM , highly recommend)
Why we should enable IGMP Snooping on a Layer 3 switch that have multicast routing protocol enabled and the switch

is also the user gateway.

Mutlicast source

VLAN 2
VLAN 3
VLAN 4
VLANS
VLAN 6
VLANT7
VLAN 8
VLANG

Because there's at least one receiver on
Vlan 2 switch copies and forwards

multicast traffic to all ports that

- belongs to Vlan 2, including trunk port

A

receivers on VLAN 3

A

receivers on VLAN 2
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As above figure shown , switch copies and forward multicast traffic to a port even if there's no receiver on that port.
This example shows how to configure IGMP Snooping in IVGL mode to optimize switch performance.

S5750E-1(config)#ip igmp snooping ivgl

2) Apply ACL on the trunk port connected to access switch in input direction to prevent illgal multicast source (If you've
enable IGMP Snooping filter on access switch , this step is a option.)
This example shows a illegal multicast groups can take up plenty room in IGMP table

Ruijie#show ip igmp groups

IGMP Connected Group Membership

Group Address Interface Uptime Expires  Last Reporter
225.1.1.1 VLAN 100 00:00:30 00:03:50 192.168.100.1
225.1.1.1 VLAN 10 00:06:36  00:02:20 0.0.0.0
229.255.255.250 VLAN 10 00:08:46 00:02:24 0.0.0.0
239.255.255.250 VLAN 10 00:08:45 00:02:21 0.0.0.0

As figure shown, this example configures ACL on the trunk port or SVI in input direction to filter illegal multicast

groups

\ ~ 4}3{

G2

S5750E1 User Gateway

1 Apply ACL on the trunk

port or SVI connected to

trunk
G025 au.:cssé switch in input
direction
52628G-E

S86E(config)#ip access-list extended deny_mc_source

S86E (config-ext-nacl)#10 permit igmp any 225.1.1.0 0.0.0.255  ------ >permit legal igmp control packets
S86E(config-ext-nacl)#20 deny igmp anyany - >deny any other illegal control
packets

S86E(config-ext-nacl)#30 permit ip any 225.1.1.0 0.0.0.255 - >legal multicast data packets
S86E(config-ext-nacl)#40 permit ip any 224.0.0.0 0.0.0.255 ~ ----- >IGMP packets , need to guarantee
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S86E (config-ext-nacl)#50 deny ip any 224.0.0.0 15.255.255.255  ------ >deny any other multicast data packets
S86E(config-ext-nacl)#60 permit ip any any

3) Apply ACL on the SVI connected to access switch in input direction to prevent illgal multicast source (If you've
enable IGMP Snooping filter on access switch , this step is a option . You can choose method 2 or method 3 ,and we
suggest you to use method 3)

This example shows a illegal multicast groups can take up plenty room in IGMP table

Ruijie#show ip igmp groups

IGMP Connected Group Membership

Group Address Interface Uptime Expires  Last Reporter
225.1.1.1 VLAN 100 00:00:30 00:03:50 192.168.100.1
225.1.1.1 VLAN 10 00:06:36  00:02:20 0.0.0.0
229.255.255.250 VLAN 10 00:08:46 00:02:24 0.0.0.0
239.255.255.250 VLAN 10 00:08:45 00:02:21 0.0.0.0

. \ / i,f'?i

-
- Ga2 S L60(-

S5750E1 User Gateway

m“\ﬁkppl}f IGMP filter
trunk - under the SVI port
Gorzs  of gateway

52628G-E

S86E(config)#ip access-list standard 10
S86E(config-std-nacl)#10 permit 225.1.1.0 0.0.0.255 ------ >legal IGMP multicast source
S86E(config-std-nacl)#20 deny any

S86E (config-std-nacl)#exit

Apply ACL on SVI
S86E(config)#interface VLAN 10
S86E(config-VLAN 10)#ip igmp access-group 10

S86E(config-VLAN 10)#exit

4) Prune trunk port (highly recommend)
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S86E(config)#interface VLAN 10 S86E(config)#interface gigabitEthernet 0/1
S86E(config-if-GigabitEthernet 0/1)#switchport trunk allowed vlan remove 1-9,11-4094

S86E(config-if-GigabitEthernet 0/1)#exit

5) Filter illegal register packets on RP (for PIM-SM, not for PIM-DM)
Ruijie(config)# ip access-list extended acl_3500
Ruijie(config-ext-nacl)# permit ip 219.229.134.0 0.0.0.255 239.202.0.0 0.0.255.255
Ruijie(config-ext-nacl)# exit

Ruijie(config)#ip pim accept-register list acl_3500

6) Filter illegal BSR(Dynamic RP) (for PIM-SM , not for PIM-DM)
Ruijie(config)#ip access-list standard bsr_accept
Ruijie(config-std-nacl)# 10 permit host 10.10.10.1
Ruijie(config-std-nacl)# 20 permit host 10.10.10.2
Ruijie(config-std-nacl)#exit

Ruijie ( config) #ip pim accept-bsr list bsr_accept

7) Filter C-RP on BSR (for PIM-SM , not for PIM-DM)

ip pim accept-crp list crp_list

3.9.8.3 PIM-DM

Scenario

The Protocol Independent Multicast-Dense Mode (PIM-DM) is the PIM in dense mode, suitable for a small-scale network with

dense multicast group members. Its working principle is as follows:

1. The PIM-DM assumes that each subnet of the network has at least one multicast group member and thereby the multicast
data are dispersed to all nodes on the network. The PIM-DM prunes branches to which multicast data are to forwarded and
retains only branches of multicast data receivers. The dispersing-pruning process occurs periodically. The pruned branches

can be periodically restored to the forwarding status.

2. When a multicast group member appears on the node of the pruned branch, the node sends a graft packet to its downstream

device to turn its pruned state into a forwarding state. In this way, the node recovers its multicast data forwarding capability.

Configuration Example

I. Networking Requirements



1. The N18000-1, N18000-2, and N18000-3 are three core devices on the network. They are interconnected to each other
through L3 ports and run the OSPF on the process 110. They belong to area 0.

2. The gateway of user PCs is on the N18000-1 and the multicast server is connected to the N18000-2 directly. They are
redistributed to the OSPF process.

3. On the N18000-1, N18000-2, and N18000-3, the L3 multicast routing protocol PIM-DM is enabled.

4. On the SS2628G-E switch, the L2 multicast routing protocol IVGL is enabled.

5. The PCs connected to the S26E can access the video on the multicast server on demand.

6. Network optimization is carried out on the multicast network to reduce traffic congestion and multicast spoofing.
Il. Configuration Tips

1. On the three core switch, configure the IP addresses and enable the OSPF routing protocol. Ensure that the server and the

switch can ping through to each other.
2. On the three switches, enable the multicast routing function PIM-DM.
3. On the access server, set the IGMP Snooping mode to IVGL.

Il. Network Topology
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IV. Configuration Steps

Step 1. Configure the basic IP addresses, routing, and the multicast function.
On the core servers, perform the following steps:

1. On the N18000-1,

Create VLAN 10, set the SVI address of the user gateway, configure the Trunk port that connects the access switch, and

configure the IP addresses for the L3 interconnection with other core servers.
2. On the N18000-2,

Create VLAN 10, set the SVI address of the multicast server gateway, configure the interface that connects the multicast server

to Access VLAN 20, and configure the IP addresses for the L3 interconnection with other core servers.
Note:

3. On the N18000-3,

Configure the IP addresses for the L3 interconnection with other core servers.

On the access switch, perform the following steps:

3-333



1) Create the VLAN and partition the VLAN. Set the port that connects users to an Access port and the uplink port to a Trunk
port.

2) Set the IGMP Snooping mode to IVGL and set the g0/25 port as the route connection port of VLAN 10.
V. Verification

1. On the switch, check the IGMP groups.

2. Check the PIM-DM information of the port.

3. Check the next hop information of the PIM-DM.

3.9.84 PIM-SM

Scenario

Protocol Independent Multicast - Sparse Mode (PIM-SM) transmits multicast data in pull mode, suitable for a large- and

medium-scale network with scattered multicast group members. Its working principle is as follows:

1. The PIM-SM assumes all hosts do not require multicast data. Multicast data are sent only if they are explicitly requested.
The PIM-SM develops and maintains a rendezvous point tree (RPT) as its core task. The RPT chooses a router in the PIM

domain as the public rendezvous point (RP). The multicast data are transmitted to receivers through RPs along the RPT.

2. The router that connects receivers sends join packets to the RP of the multicast group. The packet is delivered to the RP

hop by hop and its path forms a branch of the RPT.

3. When the multicast source sends multicast data to a multicast group, the designated router (DR) on the multicast source
side registers to the RP and sends the register packet to the RP in unicast mode. The arrival of the packet on the RP triggers
the establishment of the shortest path tree (SPT). Then the multicast source forwards the multicast data to the RP on the SPT.

After reaching the RP, the multicast data are replicated and forwarded to the receivers along the RPT.

Configuration Example

I. Networking Requirements

1. The N18000-1, N18000-2, and N18000-3 are three core devices on the network. They are interconnected to each other
through L3 ports and run the OSPF and the process 110. They belong to area 0.

2. The gateway of user PCs is on the N18000-1 and the multicast server is connected to the N18000-2 directly. They are
redistributed to the OSPF process.

3. On the N18000-1, N18000-2, and N18000-3, the L3 multicast routing protocol PIM-SM is enabled. The static RP is used.
The N18000-2 is configured as an RP.

4. On the SS2628G-E switch, the L2 multicast routing protocol IVGL is enabled.
5. The PCs connected to the S26E can play the video on the multicast server on demand.
6. Network optimization is carried out on the multicast network to reduce traffic congestion and multicast spoofing.

Il. Configuration Tips
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1. On the three core switch, configure the IP addresses and enable the OSPF routing protocol. Ensure that the server and the

switch can ping through to each other.
2. On the three switches, enable the multicast routing function PIM-SM.
3. On the access server, configure the IGMP Snooping function to IVGL mode.

Il. Network Topology

1Pz 192.168.100.7/21

Multicast Ip : 2251.1.1 GW- 192 168100254

Multicast Server

Vvian20

N15000-2 N1g8000 3

trunk
GN0I25

Vian10

$2628G-E

IP: 192.160.1.2/24
GW: 192.168.1.251

IP: 192.168.1.1/24
GW: 192.168.1.254

IV. Configuration Steps

Step 1. Configure the basic IP addresses, routing, and the multicast function.
On the core servers, perform the following steps:

1. On the N18000-1,

Create VLAN 10, set the SVI address of the user gateway, configure the Trunk port that connects the access switch, and

configure the IP addresses for the L3 interconnection with other core servers.

2. On the N18000-2,

Create VLAN 10, set the SVI address of the multicast server gateway, configure the interface that connects the multicast server

to Access VLAN 20, and configure the IP addresses for the L3 interconnection with other core servers.
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3. On the N18000-3,

1) Configure the IP addresses for the L3 interconnection with other core servers.
2) Configure the OSPF routing on the N18000-3.

On the access switch, perform the following steps:

1) Create the VLAN and partition the VLAN. Set the port that connects users to an Access port and the uplink port to a Trunk
port.

2) Set the IGMP Snooping mode to IVGL and set the g0/25 port as the route connection port of VLAN 10.
V. Verification

1. On the switch, check the IGMP groups.

2. Check all the RPs and the groups they serve on the switch.

3. Check the BSR information.

4. Check the PIM-SM interface information.

5. Check the PIM-SM routing information.

3.9.9 HPOE Function

Product Introduction

POE is short for Power on Ethernet. Currently, the universal standards include IEEE 802.3af (POE) and IEEE 802.3at (POE+).
The former provides 15.4W port power output and the latter provides 30W port power output. POE involves Power Sourcing
Equipment (PSE) and Powered Device (PD). Generally, a PSE is a switch and a PD is a terminal. The technology uses two
pairs of cable in one Ethernet cable to supply power. Currently, the two pairs of cable can provide a maximum power output of
30wW.

Based on the current situations, this HPOE solution enables you to supply power to a greater number of terminals through
POE, which facilitates deployment, simplifies engineering, and reduces costs. Currently, the solution mainly is applied to weak-
current intelligent systems (video surveillance systems) where POE is more widely used. It will be applied to more fields in the

future.

Figure 1 HPOE solution
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HPOE solution
Supports IP-based devices and remotely supplies 60W power.
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As shown in the preceding figure, the HPOE solution leverages the HPOE core technology to supply power through Ethernet
cables to IP-based devices (power < 90W) in the weak-current system. Two products support HPOE, including an HPOE switch.
It is connected using the common POE connection method to a PBOX, which then provides a power output and one Ethernet

connection to the camera. In this way, highly power-demanding terminals are powered through POE.

Typical Deployment
Scenario

2.1. Network Topology

A single HPOE switch or VSU is allowed. Each device has four front electrical ports that support HPOE/POE/POE+ power

output, and the other electrical ports support POE/POE+ power output. HPOE ports can be connected in the following ways:
(1) HPOE port of the switch -> PBOX -> PD (device that does not support POE)

(2) HPOE port of the switch -> PD (device that supports POE)

2.2 Typical Networking Model

Scenario 1: Four HPOE ports work under full load to supply power to highly power-demanding devices.

Figure 2 Networking model for scenario 1
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Power cable
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Scenario description: In this scenario, the HPOE switch supplies power to four highly power-demanding devices at the same

time. The remaining power can be supplied using the non-HPOE ports to PDs.

Configuration requirement: All the cameras can be pinged by the switch and the POE functions of the connected ports are
enabled.

Acceptance:
On the switch, use Show POE Interfaces Status / Show POE Power Supply to view power supply information.

(2) Use a web browser to access the addresses of the cameras, enter your user names and passwords, install plug-ins, and
verify that video surveillance is normal.

Scenario 2: Power is supplied through HPOE, POE, and POE+ at the same time.

Figure 3 Networking model for scenario 2

Power cable
-POE adaplerdata cabifDome carera/IP device
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backbone
HPOE addpte era/IP device

HPOE adapler era,fIP device
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Scenario description: In this scenario, the HPOE switch supplies power to several highly power-demanding devices and less
power-demanding devices at the same time through HPOE, POE, and POE+.

Configuration requirement: All the cameras can be pinged by the switch and the POE functions of the connected ports are
enabled.

Acceptance: same as those for scenario 1
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3 Highlight Functions

3.1 Highlight Service Functions

Function: Switch port trunk allowed VLAN only x-x

Original problem: By default, a port of our switch allows transmission of data for all VLANSs after being configured as a trunk
port. Therefore, frontline engineers have to configure a command to remove all VLANs before project implementation. This

increases the workload and may easily cause the loop problem.

Implementation: This function allows transmission of data for only specified VLANSs. Therefore, VLAN removal is not required

before project implementation.

Effect:

3.2 Highlight Management Function

Function: show this

Original problem: A live network has many configurations. Frontline engineers have to use show run or show run

included/begin to view the configurations of ports or in the OSPF view. This is inconvenient.

Implementation: This function allows engineers in a view to query the configuration commands for the view directly.

Effect:

Function: A version upgrade file name is not limited and show upgrade history can be used to view the upgrade history.
Original problem: The 10.X version upgrade file must be renamedrgos.bin and the version upgrade history is inaccessible.

Implementation: An version upgrade file can have any name. This facilitates frontline planning. A command is provided for

viewing the upgrade history.
Effect:
Function: debug syslog limit command

Original problem: After the debug function of a device is enabled, debug log generation may affect the device. In some cases,

it results in a device fault.

Implementation: Before the debug function is enabled, the command debug syslog limit time seconds numbers numbers

can be run to limit the printing time and content of debug logs.
Function: one-key fault information collection

Original problem: To locate a problem that occurs in a product developed a long time ago, engineers must collect information

two to three times and on-site engineers have to repeatedly trigger the problem. This is not allowed on a live network.

Implementation: The version 11.x supports one-key fault information collection. A single command is used to collect all related
device operation information, including feature-related table entries and underlying component information. The following

shows how it is implemented.

3-339



In the debug support view:

The tech-support package saves all operation information from the engine and line card to a file. By default, the file is stored

in a USB flash drive. If no USB flash drive is available, the file is stored in the flash or tmp directory. (Recommended)

The tech-support console prints engine operation-related information on the console.

4  Best Practice Solution Guide

4.9 Preparation

4.9.1 Preparation before Installation

Preparation before installation

To ensure the installation successfully, make sure the installation site meets the requirements including ventilation,
temperature, humidity, sanitary, power, fiber, cable .etc

For Detail information ,see {hardware installation and reference guide) of corresponding products , such as {(RG-
S8600E Series Switch Hardware Installation and Reference Guide,V1.10)

On the other hand, double confirm following important infomation ahead of schedule:

1. The network topology, configuration, IP routing information, user scale, traffic information and running status of current
production network.

. Equipment list and pre-sale solution.

. Customer's requirements and corresponding features

. The campatibility with current devices, like STP, AP with switches of other vendors

. Current link and interface status including optical connector, fiber etc.

. Design the Network and acquire customer's agreement

. Customer's network verification requirements

. Customer's cut over plan requirements

© 00 N O 0o B~ WD

. Customer's acceptance inspection requirements

4.9.2 Check Switch Software/Hardware

Check software
This figure shows how to display soft and hardware version

Ruijie# show version

Software selection rules::



1. We suggest you to update the new switch to the latest firmware
2. We suggest you to update the existing switch to the latest firmware also if they're running steady
3. For detail technical specification , see corresponding product configuration guide ,or visit our service portal

http://case.ruijienetworks.com/

Note:

Confirm whether the project is a "expansion network" or "new network"

1) If the project is a expansion network ,focus on the compatibility as following :
Expansion module/line card

For detail infomation , see "Hardware Supported" in corresponding product (release notes)

Expansion switch
Focus on the campatibility of different protols (especially MSTP) between Ruijie and other vendor.Do a full validation

before implementation

2) If the project is a new network
Determine whether the current/latest firmware supports customer's requirement , see configuration guide of

corresponding product
3)Read (release notes) and double confirm the matters need attention
Check hardware:

Take S8600E series switches as example (see {RG-S8600E Series Switch Hardware Installation and Reference Guide) )
1. M8600E-CM:


http://case.ruijienetworks.com/
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Identification -
LED on the panel Status Meaning
Off The module is NOT receiving power.
Solid red The module is faulty.
System LED Stat i
ysiem us Blinking green Initialization is in progress. Continuous blinking indicates
errors.
Solid green The module is operational.
Primary/standby supervisor Prima Off The module acts as the standby supervisor module.
module LED Y Solid green The module acts as the primary supervisor module.
off No fault
) The system fails, intemjpijng_ functioning of the wh_ol_e
Fault alarm LED Alarm Solid red sysk_am ora mod_ule; the device may be damaged if it
continues operating.
Solid vellow The device overheats, which will affect the system
y performance. The system may continue operating.
Off SD card is not installed, or the is not connected.
SD card slot status LED None Solid green An SD card is loaded.
Blinking green | Data is being accessed from and written into an SD card
off The module is NOT receiving power or is NOT in the
position.
Solid green The module is operational.
FE module status LED FE
module status Solid red The module is faulty.
Blinking green Initialization is in progress. Continuous blinking indicates
eIrors.
Solid green The fan is operational.
Fan status LED FAN Solid yellow The fan is NOT in the position.
Solid red The fan is faulty.
Power status LED PWR Off The power supply module is NOT in the position.
Solid green The power supply module is operational.
Solid red The power supply module is faulty.
MGMT port status LED None Off The MGMT port is NOT connected.
Green The MGMT port is connected at 1000Mbps.
Yellow The MGMT port is connected at 10/100Mbps.
Blinking The MGMT port is transmitting or receiving data.
2. M8600E-24GT20SFP4XS-ED LED
LED ldentificationon | gy, Meaning
the panel
Off The module is NOT receiving power.
Solid red The module is faulty.
Blinking green _Ingiali:t{ation is in progress. Continuous blinking
System LED Status indicates errors.
Solid green The module is operational
System temperature exceeds the alarm
Solid yellow temperature, affecting system performance. But
the system continues running.
GT port LED Link/ACT Off The port link is NOT connected.
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Solid green The port is connected at 1000Mbps.
Solid yellow The port is connected at 10/100Mbps.
Blinking The port is transmitting and receiving data.
Off The port link is NOT connected.
Solid green The port is connected at 1000Mbps.
SFP port LED Link/ACT
Solid yellow The port is connected at 100Mbps.
Blinking The port is transmitting and receiving data.
Off The port link is NOT connected.
SFP+ port LED Link/ACT Solid green The port is connected.
Blinking The port is transmitting and receiving data.
3. M8600E-48GT-ED LED
Identification on .
LED the panel Status Meaning
Off The module is NOT receiving power.
Solid red The module is faulty.
- High temperature alarm. The system keeps
System LED Status Sold yellow operating but the performance i1s affected.
Blinking green ilrr:g:glalfgf?g?r gs rsm progress. Continuous blinking
Solid green The module is operational
Off The port link is NOT connected.
Solid green The device is connected to the 1000M port.
RJ45 port LED Link/ACT Soli The device is connected to the 10M or 100M
olid yellow port
Blinking The port is sending and receiving data.
4. M8600E-48GT-EF LED
Identification on 5
LED the panel Status Meaning
Off The module is NOT receiving power.
Solid red The module is faulty.
Solid vellow High temperature alarm. The system keeps
System LED Status ye operating but the performance is affected.
- Initialization is in progress. Continuous blinking
Blinking green indicates errors.
Solid green The module is operational
Off The port link is NOT connected.
Solid green The device is connected to the 1000M port.
RJ45 port LED Link/ACT ice i
pol n Solid yellow The device is connected to the 10M or 100M

port.

Blinking

The port is sending and receiving data.




S86E Implementation Cookbook V1.1 Best Practice Solution Guide

4.10 Best Practic Scenario

4.10.1 Education

Dual core using VSU

I. Requirement
1. Core swtich:  Configure two S8600E chassis swithes as VSU , and connect VSU to WAN zone with double uplinks
2. Server farm: Connect some Servers and storage to data center switch S6220 and S6220 is also gateway for
servers and storage .You can also connect other servers that have equiped with double NICs to VSU with double links
3. Aggregation switch: For Layer 3 Aggregation switches , they are user gateway and run OSPF .Connect a
aggregation switch to two VSU members independently . For Layer 2 aggregation switch , connect them to two VSU
members  independently ,and VSU is the user gateway.

1. Network Topology

VSL
Ten1/21..Ten2/2/11
Ten1/2/2...Ten2/211

BFD Dual-active Detection
Gi1/4/2.-Gi2/412

ss750s ? p— =3 $2928G.E
s26i = — !
o @ O éi ‘S ‘j§ !{1 g‘;

1l. Common requirements and features
Select features below base on requirements:
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Num | Customer requirement Feature Descrition Reference
1 |Core supports reliability when |OSPF, Support ECMP routing loadbalance by
one chassis failes MSTP +VRRP- [Core|OSPF multiple links or tuning OSPF Common Feature --->IP Routing --->OSPF
and distribution cost Typical Feature --->MSTP+VRRP
switches]
2 |Dual redundant uplinks from |OSPF, Support ECMP routing loadbalance by |Common Feature --->IP Routing --->OSPF
distribution to core MSTP +VRRP- [Core|OSPF multiple links or tuning OSPF Typical Feature --->M3TP+VRRP
and distribution cost
switches]
3 |Dynamic routing protocol , link|OSPF- [Core, OSPF switch over to redundancy links | Commeon Feature ---=IP Routing --->=0OSPF
switchover when links down distribution and automatically when main link down
WAN zone]
4 |System management Initialization- [all Hostname , port description , syslog, |Initialization
switches] clock , SNMP etc.
5 IPV4 and IPVE IPV6 address , Build IPv6 network Common Feature --->1Pvb
OSPFV3- [Core,
distribution
switches]
6 IPv4 and IPv6 multicast PIM-SM- [all Build multicast network Common Feature --->Multicast
switches]

IV. Optional optimization

Select optional optimization below base on requirements:

Num Technology Description Reference
1 |DHCP Snooping(Mandatory Prevent illegal DHCP server --- [access Commeon Feature --->Security --->DHCP
when using DHCP Server) switch] Snoaping
2 |IP Source Guard(Mandatory Prevent user from setting static IP address |Common Feature --->Security ---=IP Source
when using DHCP Server) --- [access switch] Guard
3 |ARP-check Defend against ARP spoofing --- [access |Typical Feature --->Defending against ARP
switch] spoofing
4 |NFPP Tune up port rate limite/attack threshold , |Common Feature --->Security --->NFPP
1004200 PPS per port by default, which
may drop normal user packets when attack
happens or a trunk port carries more than
100 users.Also protect switch itself ---
[distribution or core switch]
5 |RLDP,STP Portfast+Bpduguard |Prevent LOOP --- [access switch] Common Feature --->Reliability --->RLDP

V. Verification

1. For single feature verification, see verification method in each corresponding chapter

2. For total network running status, see Appendix

4,11 Appendix: Common Verification Command

411

.1 Show version

The example shows the firmware version on a box switch:

Configuration

Ruijie# show version

For chassis switch, you must double confirm each line card has been correctly installed




Configuration

Ruijie# show version slot

Examples

Dev Slot Configured Module Online Module User Status  Software Status --- ----  ==---m-mmmememem cooee oo

11 none none

1 2 M8606-24SFP/12GT M8606-24SFP/12GT installed none
1 3 M8606-2XFP M8606-2XFP uninstalled cannot startup
1 4 M8606-24GT/12SFP M8606-24GT/12SFP installed ok

1 M1 M8606-CM  M8606-CM master

1 M2

Dev: Device ID, equal to 1 by default, and maybe 2 or more if it is a VSU.

Slot: Slot ID slots number of different model vary, but all model has 2 engine slots --M1 and M2 and can plug in either
M1 or M2 if there's only one engine.

Port: Port number of the line card. Combo port caculates as one port only.

Configured Module : Installed module, and must be the same to Online Module

Online Module: Whether the module powers on and recognized

User Status: Line card status, installed or uninstalled

Software Status: "OK" indicates working properly, Master indicates primary engine, backup indicates backup engine.

4.11.2 Show run

This example shows how to display switch configuration

Configuration

Ruijie# show run

Examples

Ruijie# show run

Building configuration...

Current configuration : 1366 bytes

version 11.0(1B2)
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cwmp

install 3 M8600E-24XS4QXS-DB

sysmac 1414.4b34.5624

nfpp

4.11.3 Show CPU

View cpu utilization every 5s, 1m or 5m by command "show cpu

Configuration

Ruijie# show cpu

Examples

Ruijie# show cpu

CPU Using Rate Information

CPU utilization in five seconds: 4.80%

CPU utilization in one minute: 4.10%

CPU utilization in five minutes: 4.00%

NO

4

--More--

5Sec

0.00%

0.00%

0.00%

0.00%

1Min
0.00%
0.00%
0.00%

0.00%

5Min Process
0.00% init
0.00% kthreadd
0.00% ksoftirqd/0

0.00% events/0

Best Practice Solution Guide

Usually, "CPU utilization in five minutes" shall be kept below 30% ; Pay attention if it exceeds 60%.
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4.11.4 Show memory

This example shows current memory status

Configuration

Ruijie# show memory

Usually, "Used Rate" shall be kept below 75%; Pay attention if it exceeds 80%.

4.11.5 Show power

This example shows the power status on a chassis switch

Configuration

Ruijie# show power

Examples
Ruijie# show power
Chassis-type: RG_S8605E
Power-redun: no
Energy-saving: off

power-id power-type supply(W) status vol-infout(V) cur-out(mA) supply-out(W)

1 PAGOOI 600 ok 231 /12 3500 42
2 PAGOOI 600 ok 232 /12 1000 12
3 PA1600I1_P 1600 ok N/A /55 0 0

4.11.6 Show fan

This example shows the fan status on a chassis switch

Configuration

Ruijie# show fan

Examples
Ruijie# show fan

Chassis-type: RG_S8605E
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Fan-id: 1
Fan-type: MO5_FAN
Serial Number: 1234567890123

Energy-saving:  off

fan-id status mode speed-level

4.11.7 Show temperature

This example shows the temperature status on a chassis switch

Configuration

Ruijie# show temperature

Examples
Ruijie#show temperature
Chassis-type: RG_S8605E

slot card_type warning(C)  shutdown(C)

current(C)

1 N/A N/A N/A

4.11.8 Show clock

Configuration

Ruijie# show clock

Examples
Ruijie#tshow clock

18:01:03 beijing Tue, Dec 3, 2013

4.11.9 Show log

This example shows logs in buffer
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Configuration

Ruijie# show log

Examples
Ruijie#tshow log
Syslog logging: enabled
Console logging: level debugging, 15495 messages logged
Monitor logging: level debugging, 0 messages logged
Buffer logging: level debugging, 15496 messages logged
Standard format: false
Timestamp debug messages: datetime
Timestamp log messages: datetime
Sequence-number log messages: enable
Sysnhame log messages: enable
Count log messages: enable
Trap logging: level informational, 15242 message lines logged,0 fail
loggingto 202.101.11.22
logging to  192.168.200.112
Log Buffer (Total 131072 Bytes): have written 1336,

015487: *Sep 19 02:46:13: Ruijie %LINK-3-UPDOWN: Interface FastEthernet 0/24,

This example shows how to read logs in flash

Configuration

Ruijie# more flash:syslog.txt

Examples




4.11.10 Verify flash

This example shows how to display file list in flash

Configuration

Ruijie# dir

Examples

4.11.11 Verify local MAC address

You can enter "show arp" EXEC command to display Layer 3 MAC address.
This example shows the Layer 3 MAC address on S8600 switch. "--"indicates that this arp entry is a local one.
Configuration

Ruijie# show arp

Examples
Ruijie#show arp
Total Numbers of Arp: 7
Protocol Address Age(min) Hardware Type Interface
Internet 192.168.195.68 0 0013.20a5.7a5f arpa VLAN 1
Internet 192.168.195.67 0 001a.a0b5.378d arpa VLAN 1

Internet 192.168.195.65 0 0018.8b7b.713e arpa VLAN 1

4.11.12 Verify MAC table

This example displays mac address table

Configuration
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Ruijie# show mac-address-table

Examples
Ruijie#tshow mac-address-table

Vlan MAC Address Type Interface

1 1414.4b19.eccO DYNAMIC GigabitEthernet 0/2

This example displays mac address statistics
Ruijie##'show mac-address-table count
Dynamic Address Count : 51
Static Address Count : 0
Filter Address Count : 0

Total Mac Addresses : 51

4.11.13 Verify ARP table

This example displays arp table

Configuration

Ruijie# show arp

Examples
Ruijie#tshow arp
Total Numbers of Arp: 7
Protocol Address Age(min) Hardware Type Interface
Internet 192.168.195.68 0 0013.20a5.7a5f arpa VLAN 1

Internet 192.168.195.67 0 001a.a0b5.378d arpa VLAN 1

This example displays detail arp information including port, vlan etc

Configuration

Ruijie# show arp detall

Examples

Ruijie#tshow arp detail
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IP Address MAC Address Type Age(min) Interface Port
20.1.1.1 000f.e200.0001 Static -- -- --
20.1.1.1 000f.e200.0001 Static -- VI3 --

20.1.1.1 000f.e200.0001 Static -- VI3 Gi2/0/1

This example displays arp statistics

Configuration

Ruijie# show arp count

Examples
Ruijie#tshow arp count
The Arp Entry counter:0

The Unresolve Arp Entry:0

4.11.14 Verify route table

This example displays IP route table

Configuration

Ruijie# show ip route

Examples

Ruijie# show ip route

Codes: C - Connected, L - Local, S - Static
R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1l - OSPF external type 1, E2 - OSPF external type 2
This example displays IP route statistics
Configuration

Ruijie# show ip route count

Examples

Ruijie# show ip route count
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the num of active route: 5

4.11.15Verify interface IP address
This example displays IP address on Layer 3 port or SVI
Configuration

Ruijie# show ip interface brief

Examples

Ruijie# show ip interface brief
Interface IP-Address(Pri) IP-Address(Sec) Status Protocol GigabitEthernet 0/10 2.2.2.2/24 3.3.3.3/24 down down

GigabitEthernet 0/11 no address no address down down

VLAN 1 1.1.1.1/24 no address down down

4.11.16 Verify interface status and description
This example displays port status of all ports including link status, vlan, duplex, speed, medium type
Configuration

Ruijie# show interface status

Examples
Ruijie# Ruijie##show interfaces GigabitEthernet 0/1 status
Interface Status Vlan Duplex Speed Type
------------------------ GigabitEthernet 0/1 up 1 Full

1000M  copper

This example displays interface description

Configuration

Ruijie# show interface description

This example displays port status of port G0/1
Ruijie#tshow interfaces gigabitEthernet 0/1
Index(dec):1 (hex):1

GigabitEthernet 0/1 is DOWN |, line protocol is DOWN
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Hardware is marvell GigabitEthernet
Description: TO-ZGE-S8610-2_GE2/1
Interface address is: no ip address
MTU 1500 bytes, BW 1000000 Kbit
Encapsulation protocol is Bridge, loopback not set
Keepalive interval is 10 sec , set
Carrier delay is 2 sec
RXload is 1 ,Txload is 1
Queueing strategy: WFQ
Switchport attributes:
interface's description:"TO-ZGE-S8610-2_GE2/1"
medium-type is copper
lastchange time:0 Day: 0 Hour:45 Minute:26 Second
Priority is O
admin duplex mode is AUTO, oper duplex is Unknown
admin speed is AUTO, oper speed is Unknown
flow control admin status is OFF,flow control oper status is Unknown
broadcast Storm Control is ON,multicast Storm Control is OFF,unicast Storm Control is ON
5 minutes input rate 0 bits/sec, 0 packets/sec
5 minutes output rate O bits/sec, 0 packets/sec
37167599 packets input, 2566418459 bytes, 45 no buffer, 45 dropped ~  ------ >input direction dropping
Received 58764 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 abort
37210638 packets output, 2565322398 bytes, 0 underruns , O dropped ~ ------ >output direction dropping

0 output errors, 0 collisions, 0 interface resets

4.11.17 Verify interface packets statistics

This example displays traffic counters on port FO/1

Configuration

Ruijie# show interface counters

Examples
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Ruijie##show int fastEthernet 0/1 counters
Interface : Fa0/1
5 minute input rate : O bits/sec, 0 packets/sec

5 minute output rate : 0 bits/sec, 0 packets/sec

InOctets : 68023600
InUcastPkts 192842
InMulticastPkts : 36700
InBroadcastPkts : 75636
OutOctets : 3630373
OutUcastPkts : 32053
OutMulticastPkts : 1059
OutBroadcastPkts 113231

[1] Undersize packets :0

[2] Oversize packets :0
[3] collisions :0
[4] Fragments :0
[5] Jabbers :0

[6] CRC alignment errors : 0
[7] AlignmentErrors :0
[8] FCSErrors :0
[9] dropped packet events (due to lack of resources): 0
[10] packets received of length (in octets):
64:119136, 65-127: 75769, 128-255: 12663,

256-511: 3149, 512-1023: 1955, 1024-1518: 38849

[1] A packet which is shorter than Ethernet's minimum packet size of 64 bytes, but has correct checksum.

[2] A packet which is longer than Ethernet's maximum packet size of 1518 bytes, but has correct checksum.

[3] Collisions: multiple sites try to send traffic at the same time, leading to a collision, usually it's the duplex problem

[4] A packet which is shorter than Ethernet's minimum packet size of 64 bytes, but has wrong checksum.

[5] A packet which is shorter than Ethernet's minimum packet size of 1518 bytes, but has wrong checksum.

[6] CRC alignment errors: The same to FCS, CRC is the local checksum .Peer recalculates and compares with FCS
after receiving the packet

[7] Alignment error: Alignment errors are caused by misaligned reads and writes

[8] Modified or missing fram: FCS checksum error



[9] Statistics for Dropped packets

[10] Statistics for received packets based on packet length (in octets)

This example displays traffic summary of all ports

Input Eate
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