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RG-Switch Implementation Cookbook V1.2 Installation and Device Management

1 Installation and Device Management

1.1 System Management

1.1.1 Console Management

28 consolecable console pu:l-rt

® Cables

Console cable, USB to RS232 cable

® |ogin the device

Open your software Putty , set baud rate to 9600
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Installation and Device Management

Categon:

= Sesszion | Bazic options for your PuT TY session ]
Llngglng Specify the destination you want to connect to

= Terminal .
Keyboard Serial line Speed
Bell (COM1 REcoo
Features Connection type:

= Window OBRaw O Telnet O Rlogin (OSSH & Seial
A
E:ﬁi::: = Load, save -:_-r delete a stored session
Transzlation Saved Sessions
Selection [ |
Colours Default Settings

= Connection Load
Data Save
Prosy
T
Rlogin

+ SSH
Senal Cloze window on exit:
O Aways (O Never (=) Only on clean exit

After system prompts "Ruijie>", you can start your configuration

1.1.2 Telnet Management

I. Network Topology

Console

192.168.1.2/24 192.168.1.1/24

Il. Configuration Steps

1. console connect to device and set passwords
2. setip and gateway

ruijie(config)#interface vlan 1
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ruijie(config-if-VLAN 1)#ip address 192.168.1.1 255.255.255.0

ruijie(config)#ip route 0.0.0.0 0.0.0.0 192.168.1.2

3. set telnet password
ruijie(config)#line vty 0 4
ruijie(config-line)#password ruijie
4. set enable password

Ruijie(config)#enable password ruijie

I1l. Verification
Telnet 192.168.1.1

Microsoft Windows [Version 6.1.76611]
Copyright <c> 200? Microsoft Corporation.

C:~lsers~Scott>telnet 192.168.1.1

Input telnet password

All rights reserved.

Uzer Access Uerification
Pazsword:

Ruijie>

input enable password

ruijie*enahle

Password:
ruijieft

1.1.3 SSH Management

I. Network Topology

Console

ﬁ“‘*‘dl FOM -
< &

192.168.1.2/24 192.168.1.1/24

console




Il. Configuration Steps
1. enable SSH service
Ruijie#tconfigure terminal

Ruijie(config)#enable service ssh-server

2. generate key
Ruijie(config)#crypto key generate dsa

Choose the size of the key modulus in the range of 360 to 2048 for your Signature Keys. Choosing a key modulus

greater than 512 may take a few minute
How many bits in the modulus [512]: /lpress enter

% Generating 512 bit DSA keys ...[0K]

3. configure IP address
Ruijie(config)#interface gigabitEthernet 0/0
Ruijie(config-if-GigabitEthernet 0/0)#ip address 192.168.1.1 255.255.255.0

Ruijie(config-if-GigabitEthernet 0/0)#exit

Solution 1: password login
Ruijie(config)#line vty 0 4
Ruijie(config-line)#login
Ruijie(config-line)#password ruijie
Ruijie(config-line)#exit
Ruijie(config)#enable password ruijie
Ruijie(config)#end

Ruijie#write

Solution 2: username & password login
Ruijie(config)#line vty 0 4
Ruijie(config-line)#login local
Ruijie(config-line)#exit
Ruijie(config)#username admin password ruijie

Ruijie(config)#enable password ruijie



Ruijie(config)#end

Ruijie#write

I1l. Verification
Check SSH service

State [sernams
3 on started admin

Show users

i jie#tshow users
Line

0 comn 0

1.1.4 Creating a Management IP Address

Creating a Management IP Address

The SVI and router port address can be used as the management address of the layer 3 switch.

Layer 3 Switch:

The address of a layer-3 switch can be configured for management or communication, for example, as the gateway for a user.

Configuration Method 1:
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.1.1 255.255.255.0
Ruijie(config-if-VLAN 10)#end

Ruijie#write



Note: To configure the address for VLANs other than VLAN 1 in interface configuration mode, create the

corresponding VLAN first; otherwise, a failure prompt is displayed.

Configuration Method 2:
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#int GigabitEthernet 1/1

Ruijie(config-if-GigabitEthernet 1/1)#no switchport------ >configure the port as layer 3 port before configuring ip

address
Ruijie(config-if-GigabitEthernet 1/1)#ip add 192.168.16.1 255.255.255.0
Ruijie(config-if-GigabitEthernet 1/1)#end

Ruijie#write------ >save configuration after checking.

Verification

Ruijie#show ip int brief

Interface IP-Address(Pri) IP-Address(Sec) Status Protocol
GigabitEthernet 1/1 192.168.16.1/24 no address up up
VLAN 10 192.168.1.1/24 no address up up
VLAN 100 192.168.100.1/24 192.168.10.1/24 up up

1.1.5 Configuring a Default Gateway

Note: The default gateway of a layer 3 switch is provided by static routing. A device can also learn network routing through a
dynamic routing protocol so as to implement remote management. For the configuration specification of other routing protocols,
see |P Route (for the configuration method, see Common Function Configuration > IP Route).

Configuring the Default Gateway of a Switch

Configure the default gateway, that is, default route, of a layer 3 switch.
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#ip route 0.0.0.0 0.0.0.0 192.168.1.254------ >configure default gateway of switch as 192.168.1.254
Ruijie(config)#end

Ruijie#write------ >save configuration after checking.

Verification
Ruijie#show ip route

Codes:C - Connected, L - Local, S - Static
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R - RIP, O - OSPF, B - BGP, | - IS-IS, V - Overflow route

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2

SU - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2

IA - Inter area, * - candidate default

Gateway of last resort is 192.168.1.254 to network 0.0.0.0

S* 0.0.0.0/0 [1/0] via 192.168.1.254

1.2 Firmware Upgrade

1.2.1 Firmware Upgrade for RGOS 10.x

Notes (Must-Read)
|I. TETP Server

A TFTP server must be installed on a TCP/IP-ready workstation or PC. Once the application is installed, a minimal level of

configuration must be performed.
1. First, the TFTP application must be configured to operate as a TFTP server as opposed to a TFTP client.

2. Second, the outbound file directory must be specified. This is the directory in which the Ruijie RGOS Software images are

stored (see step 2 below). Most TFTP applications provide a setup routine to assist in these configuration tasks.

Note: A number of TFTP are available from independent software vendors or as shareware from public sources on the World
Wide Web.

3. Third, download a TFTP Server. There are many TFTP servers available, and they can be easily found by searching for "tftp

server" on your favorite Internet search engine. Ruijie does not specifically recommend any particular TFTP implementation.

Il. Prerequisites

1. Download latest firmware at www.ruijienetworks.com

2. Backup running configuration to local hardrive

3. Prepare console cable in case of upgrade failure

4. Read firmware release notes, especially check "hardware supported" chapter

5. Log the whole upgrade process.

. Tips

1. System upgrade require rebooting, may cause network down, suggest to upgrade in offpeak hours.
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2. Keep power on during the whole upgrade process, or firmware might be lost.
3. Double check firmware package before upgrade, (Verify MD5 hash value)

4. Backup config file before your upgrade.

1.2.1.1 User Mode Upgrade (Recommended)

I. Network Topology

Console
console
FoM
192.168.1.2/24 192.168.1.1/24

Il. Configuration Steps:
1. Configure MGMT IP

Ruijie>enable - >enable mode

Ruijie#configure terminal ~ ------ >enter global mode

Ruijie(config)#interface vlan 1~ ------ >interface mode

Ruijie(config-if)#ip address 192.168.1.1 255.255.255.0 ------ >configure MGMT ip

Ruijie(config-if)#exit

2. Check ping connectivty
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C:“Uszers“Scott>ping 192.168.1.1

Pinging 172.168.1.1 with 32 hytes of data:

Reply from 192.168.1.1: hytes=32 time=6mz TTL=64
Reply from 192.168.1.1: hytes=32 time<ims TTL=64
Reply from 192.168.1.1: hytes=32 time<ims TTL=64
Reply from 1922.168.1.1: hytes=32 time<ims TTL=64

Ping statistics for 192.168.1.1:

Packetz:- Sent = 4. Received = 4, Lost = B (8% loss),
Approximate round trip times in milli-—seconds:

Minimum = Bmsz,. Maximum = 6ms,. Average = 1nms

Notice: disable PC firewall during the whole process.

3. Check running firmware verion

4. Put tftp client and upgrade package in the same folder

i;! ¢+ Computer » Local Disk (D) » tftp

File Edit View Tools Help

Organize « Include in library - Share with Me
a 5% = Mame Da
" [ | 52600 V10.4(2) R75955.bin 201
B titpdid.exe 01

5. Enable TFTP server
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|8 Titpd6a by Ph. Jounin P ES =)

Current Directary ID:'xtftp ;I Browsze |
Server intefaces  |192168.1.2 Featek PLv|  Show Dir |

Thp Server ITftp I:Iientl DHCP serverl Spslog serverl DMS serverl 1 I *I

peer | file: | ghart time | pru:ugress|

« | i | ~

About Settings I Help I

6. Login the switch

Ruijie#copy tftp://192.168.1.2/S2600_V10.4(2)_R75955.bin flash:rgos.bin 192.168.1.2 -->PC;
S2600_V10.4(2) R75955.bin-->upgrade package; rgos.bin --> firmware name

Copying firmware
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"8 Tripd64 by Ph. Jounin =) ol o S

Current Directary |D:'xtftp ﬂ Browsze
Server interfaces | 192165.1.2 Reatek PCv|  Show Di

Thp Server l Titp I:Iient] DHCP server] Spslog server] DMS server] 1]t

peer file: gtart time | progress
192168.1.1:1024 <S2e000M1040.. 120812 47%

& $2600_V10.4(2)_R75955.bin to... LS

File zize : 7303776
I44B6272 Bytes zent 172213 Bytesdzec

About Settings Help

7. File transfer finished

8. Reboot the switch

9. Check rebooting process



ity & Intelligenc

1.2.1.2 Monitor Mode Upgrade (for recovery)

Notice
1. Ctrl mode upgrade is designed for disaster recovery

2. If system prompts "send download request”, you have to follow these monitor mode upgrade steps.

I. Tips
1. Connect console cable to the switch

2. Connect Ethernet cable to the first copper port or MGMT port  (phycial port doesn't linked up until data transfer start, you
also can not check ping connectivity during this process)

Il. Upgrade Steps

1. SetpcIP address -->192.168.1.2, enable TFTP server

Note: disable windows fireware during the whole upgrade process.
2. Connect switch console port

3. Console login to the system

1) Enter monitor mode



2) Teminate this progress, enter Ctrl> mode

Note: during normal start-up process, Press "ctrl+C" to interuppt




3) Input commmand tftp 192.168.1.1 192.168.1.2 S2600_V10.4(3)_R117920.bin -main

4) File transfering

-

& Titpd64 by Ph. Jounin )

Current Directary |D:'xtftp ﬂ Browse
Server interfaces | 192165.1.2 Realtek PC | Shaw Dir

Thp Server l Titp Elient] DHCP sewer] Spslog sewer] DM5 sewer] 1 | r

peer file gtart ime | progress
192.168.1.7:10M <S2B00010.4[..  09:06:24 26%

& $2600_V10.4(2)_R117920.bin t... [EEES

File zize : BRE3E00
2308608 Bytes zent h3683 Bytes/sec

About Settings Help




5) Check file size

6) Load upgrade package

7) Show version



. ption : Fuljie abit rity & Intellig
start time .

uptime

1.2.1.3 VSU Upgrade

Note: Applicable for all chassis/box switches

Scenario

One VSU group is consist of two S8600 VSU group, each of the chassis is loaded with dual control engine.

I. Network Topology

S8606 58610
Active Standby
Console \.\:\';/ . \*_\\-'—

G1/811

Console
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3. Run upgrade
package
automatically

2. Reset the
switch

2. 1ssue
command 3. Reset the

to flash “upgrade switch

Manually upgrade: 1.more reliable then auto mode
2.reduce service downtime.

Il. Configuration Tips
1. Read release notes before the upgrade, especially the "supported hardware list"

2. VSU upgrade will cause network service down, plz researve at least TWO hours for the upgrade process.

Ill. Configuration Steps

1. Backup config file to local PC

2. Confirm hardware version before upgrade

3. Confirm with customer if service download is allowed;
4. Change chassis from VSU to standalone mode
Ruijie-ACTIVE#switch convert mode standalone

5. Follow chapter "firmware upgrade>User mode upgrade”
6. Show version on both chassis

7. Convert chassis back to VSU mode

Ruijie#switch convert mode virtual

Convert switch mode will automatically backup the "config.text" file and then delete it, and reload the switch. Do you want to

convert switch to virtual mode? [no/yesly

Do you want to recover "config.text” from "virtual_switch.text" (press 'ctrl + c¢' to cancel) [yes/no]:y
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8. (show switch virtual), check network production

IV. Verification
1. Show version

2. Show switch virtual

1.2.2 Firmware Upgrade for RGOS 11.x

Overview

Two upgrade packages are available to 11.X switches, namely rack package and patch package.

A rack package contains main installation packages of the supervisor module and all line cards and is used to upgrade all line
cards on a rack device at one time.

A hot patch package contains hot patches for several functional components and is generally used to fix minor bugs. The
functional component package can be patched by upgrading the hot patch package. After the upgrade, the device can
immediately have new features without being restarted.

Both the rack package and the hot patch package are upgraded with their configurations saved.

Notes (Must-Read)
The difference between an 11.X box-type switch and a rack-type switch lies in that the former restarts after the

upgrade command is run while the latter restarts after the reload command is run.
Ruijie#upgrade flash:52910_RGOS11.4(1)B1_02162700_install.bin

Upgrade the device must be auto-reset after finish, are you sure upgrading now?[Y/N]y

Upgrade in the Running Mode

Rack Package Upgrade Using a USB Flash Disk

Notes

1. To fix software bugs or get new features, upgrade the switch software version in the running mode.

2. A USB flash disk is recommended for 11.X switch upgrade because the installation package is big and upgrade using other
methods is slow. Upgrade with a USB flash disk is easy and quick.

3. The CM supervisor module only has a capacity of 512 MB. Therefore, the rack package can be directly upgraded only with
a USB flash disk.

4. If the CM supervisor module has a capacity of 1 GB, upgrade the device by copying the installation package from TFTP to
the installation partition as well as by using a USB flash disk. Run the dir install: command to view the corresponding drive.
5. If the CMII supervisor module has a large capacity, upgrade the device by copying the installation package from TFTP to

the data partition as well as using a USB flash disk. Run the dir flash: command to view the corresponding drive.



Patch Package Upgrade Using a USB Flash Disk

Notes

1. To fix software bugs or get new features, upgrade the switch software version in the running mode.

2. A hot patch package contains hot patches for several functional components and is generally used to fix minor bugs. The
functional component package can be patched by upgrading the hot patch package. After the upgrade, the device can
immediately have new features without being started.

3. There is a baseline version for the patch package upgrade. Upgrade the device to the corresponding baseline version before
upgrading the patch package. The device may be upgraded compulsively to the corresponding baseline version but it may
cause version incompatibility. Therefore, compulsive upgrade is not advised.

4. To permanently activate patches, run the patch active command to temporarily activate the patch before running the patch
running command.

1.2.2.1 Upgrade with USB Drive

I. Configuration Tips

Run the show version detail command to display the current version, that is, system software number.

Verify the upgrade file used by checking Release Notes.

Copy the upgrade file from the PC to the root directory of the USB flash drive.

Insert the USB flash drive to the USB port of the supervisor engine. The USB flash drive is automatically identified.

Note: Before removing the USB flash drive from the switch, run the show usb command to check the USB ID, and then run
the usb remove xx command to remove the USB flash drive.

jool
ioof

s
2

e .-—' J

ﬁ The system must be the FAT system; otherwise, the

NTFS cannot identify the system.

| —

USB flash drive

Il. Configuration Steps
1. On CLI, run the upgrade command.
Ruijie#dir usb0: Checks whether the upgrade file exists on the USB flash drive.

Ruijie#fupgrade ush0: /xxxxx_install.bin  (xxxx_install.bin is the upgrade file copied to the USB flash drive)



2. Wait until the upgrade progress reaches 100%, or run the show upgrade status command to check the upgrade progress.

3.  Wait until the upgrade process of all the line cards, FE cards, and supervisor engines reaches 100% and the result is
success, run the reload command to restart the device. (The entire upgrade process generally takes four to five minutes
and does not affect services. In this operation, the Flash file on the line card is upgraded, but the earlier version still runs

on the memory.) After the device is restarted, the new version runs.

4. Wait three to five minutes until the device is restarted.

I1l. Verification

numb

1.2.2.2 Upgrade with FTP

Run the show version detail command to display the current version, that is, system software number.

PC [ ]

S

S86E

-

TP Client FIP Server



Verify the upgrade file used by checking Release Notes.
Il. Configuration Steps

1. Start the FTP server on the device, and designate the root directory as the USBO root directory. (The space on the built-
in Flash of CMI is small, and may be insufficient for storing the upgrade file. The CMII can be specified as the Flash root

directory.) ,the reference commands are as follows:
Ruijie(config)#ftp-server username admin
Ruijie(config)#ftp-server password ruijie

Ruijie(config)#ftp-server topdir usbO: / //IThe USB flash drive must be installed in advance on the

main engine.
Ruijie(config)#ftp-server timeout 300

Ruijie(config)#ftp-server enable

2. The local PC serves as the FTP client. Start the client software (such as FLASHFTP) and connect to the FTP server
(N18K). Ensure that the PC can communicate properly with the S86E.

3. Use the FTP client on the PC to load the upgrade file to the FTP server.

4. Run the upgrade command. (The subsequent procedures and methods are the same as those in the USB upgrade mode.)
The only difference between the FTP and USB onsite upgrade modes lies in the file transfer mode. In FTP upgrade mode, the
upgrade file is transferred to the remote device through FTP to meet the remote upgrade requirement. In USB onsite upgrade

mode, the upgrade file is directly copied from a PC to the USB flash drive.

The subsequent upgrade method is the same. That is, run the upgrade command to update the file and then restart the device

to finish the upgrade.

1.2.2.3 Upgrade with TFTP

Run the show version detail command to display the current version, that is, system software number.

FTP Cliont FTP Server

Verify the upgrade file used by checking Release Notes.

I. Configuration Steps



1. Start the TFTP server on the PC and specify the directory of the upgrade file. Ensure that the PC communicates properly
with the S86E.

2. The S86E serves as the TFTP client. The upgrade method is the same as that in the common TFTP upgrade mode. Copy
the upgrade file to the USB flash drive on the CMI, or to the built-in Flash on the CMII.

Ruijie#copy tftp://192.168.1.1/S86e_install.bin usb0:// S86e_install.bin

3. Runthe upgrade command. (The subsequent procedures and methods are the same as those in the USB upgrade mode.)
The only difference between the TFTP and USB onsite upgrade modes lies in the file transfer mode. In TFTP upgrade mode,
the upgrade file is transferred to the remote device through TFTP to meet the remote upgrade requirement. In USB onsite
upgrade mode, the upgrade file is directly copied from a PC to the USB flash drive.

The subsequent upgrade method is the same. That is, run the upgrade command to update the file and then restart the device
to finish the upgrade.

The TFTP transmission rate is lower than the FTP transmission rate. Data is transmitted using TCP in FTP mode, and using
UDP in TFTP mode. TFTP is simple and easy to use.

1.2.2.4 Install Patch

1. 11.X is a modular OS and the bug of a software function can be fixed by using a patch. After the patch is installed, the device
can fix the bug and can run normally without being restarted. This OS is applicable to the scenario that imposes rigid

requirements on the network interruption time during maintenance.

2. A patch is in the uninstalled, installed, or activated state, where:

The installed state indicates that the patch is installed on the memory of the device but the path function does not take effect
yet.

Only a patch in the activated state takes effect.

I. Configuration Steps

1. Install a patch.

Copy the path file to a USB flash drive, and run the upgrade command to install the path.The reference command is as follows:

Ruijie#upgrade usb0: /N18K-octeon-cm_RGOS11.0(1b2) 20140708_patch.bin

2. Activate a patch.

The reference command is as follows:

Ruijie#patch active slot all
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Ruijie#patch running slot all

Note: active means that the patch is currently effective and is ineffective after the device is restarted. running indicates that the
patch is effective permanently.

3. Display the patch status.
The reference command is as follows:

Ruijie#tshow patch slot all

1.2 Password Recovery

1.2.1 Reset Password for RGOS 10.X

I. Configuration Tips
1. Recovery the password in monitor mode (Ctrl mode)

2. Rename previous config file instead of renaming config file
Il. Configuration Steps

1. Connect console cable to the switch

2. Refer to chapter system management>console management

1) Manually reboot the switch

2) Press Ctrl+C when system rebooting

3-29



3) Rename config.text ---->config.bak

5) Recovery the previous config file

Fuijieftcopy flash:confiz. bak flash:confiz.

Ful jiefcopy startup—confiz running—confiz

6) Set new password

text



6) Verify new password

Login with the new password

1.2.2 Reset Password for RGOS 11.X

I. Configuration Tips

1. Prepare console cable before recovering
2. Password recovery require system rebooting and network downtime

3. Improper operation may cause config file lost.

| =
“\\q console cable  console portg o)l
\v \‘\L d./;"

Il. Configuration Steps

1. connect console cable to the switch

2. Refer to chapter system management>console management

1) manually reboot the switch

2) Press Ctrl+C when system rebooting
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5) At this moment, no password is required to enter CLI

Note: The password is reset just temporarily .Once you quit privilege mode, password is required again. You have to reset the

password quickly.

6) Reset new password

7) Verify new password

Login with the new password

1.3 Restore Factory Default

1.3.1 Restore Factory Default for RGOS 10.X

I. Network Topology

| -
\\\; Console § .

\v console ﬁu‘?

Il. Configuration Steps

1. Connect console cable to the switch



2. Refer to chapter system management>console management

1) Manually reboot the switch

2) Press Ctrl+C when system rebooting

3) Delete config. txt

4) Load firmware

Il. Verification

Confirm if all previous config file has been earased.



2 Configuration Guide

2.1 Initialization

2.1.1 Overview (Must Read)

For Standardization reason, we strongly suggest you to initialize every new switch following the steps below:
1. Hostname (mandatory)

2. Access a device (mandatory , see Chapter Installation and Device Management --->System Management)
2.1. Assign management IP address (mandatory)

2.2. Set default gateway (optional for layer 3 switch, but mandatory for layer 2 switch)
2.3. Telnet (optional)

2.4. SSH (recommended)

2.5. Web User interface (optional)

3. Log (mandatory , and choose one)

3.1. Record log to FLASH (recommended)

3.2. Send log to server (recommended)

4. Clock (mandatory , and choose one)

4.1. Local clock (recommended)

4.2. NTP (recommended)

5. Configuring a port (mandatory)

5.1. Port description (mandatory)

5.2. Speed, duplex and flowcontrol (optional)

5.3. Combo port (optional)

5.4. ACCESS or TRUNK port (mandatory)

5.5. Storm control (recommended)

6. SNMP (recommended)

6.1. SNMPV1/V2 (recommended)

6.2. SNMPV3 (recommended)

7. SPAN (optional)

7.1. Many to one mirror (Optional)

7.2. One to many mirror (Optional)

7.3. Flow-based mirror (Optional)

2.1.2 Hostname

Configuring Hosthame

By default, system name is "Ruijie mostly, the example shows how to configure the system name:



Ruijie>en

Ruijie#configure terminal

Ruijie(config)#hostname Switch - >change name to "Switch"
Switch(config)#end
Switch#write e >save configuration

Note: We suggest you to name a switch with these information physical location(AA), network
location(BB) ,model(CC),serial number(DD), and the format is (AA_BB_CC_DD) , for example:

Ruijie(config)#hostname WLZX_Core_S8610_1

WLZX_Core_S8610_1(config)#

Verifying

Switch#show run
Building configuration...

Current configuration : 34129 bytes

version NOS_11.0_4 21

hostname hostname Switch

2.2 Log

2.2.1 Copying log to FLASH

I. Requirements

1. Copy logs with a severity higher than debugging in the flash, then set size of each log file to 128Kbytes.
2. Set size of log buffer to 128Kbytes.

3. Record action when user logs in and operates.

4. Add system name, sequence number and time stamps to each log entry.

Il. Network Topology
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Ill. Configuration Tips

System doesn't copy logs from buffer to flash once finishing configuration, and it costs about half an hour to copy logs

from buffer to flash, or the log buffer exceeds.

IV. Configuration Steps
Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#logging file flash:syslog6 -~ >set log file name to "syslog" and system copies all logs

with severity from O to 6 to flash

Ruijie(config)#logging file flash:syslog 131072  ------ >set size of each log file in flash to 128K
Ruijie(config)#logging buffered 131072 - >set log buffer size to 128K
Ruijie(config)#logging userinfo e >record actions when user logs in
Ruijie(config)#logging userinfo command-log ~ ------ >record actions when user operates commands
Ruijie(config)#service sysname - >add system name to each log entry
Ruijie(config)#service sequence-numbers - >add sequence number to each log entry
Ruijie(config)#service timestamps - >add time stamps to each log entry
Ruijie#wr

Note: We suggest you to set log buffer size to 128K because the buffer size is too small by defaut.

If the 1st log file is full , system copies logs to 2nd log file , then the 3th log file ...... there're 16 log files at most in the
same time , and if all 16 log files are full ,the new log entry overwrites the old one , so Log file never takes up the
whole flash room.

Enter "more flash:xxx" privilege EXEC command to display log entries and "delete flash:xxx" privilege EXEC command

to delete log file in flash.

v. Verification
1. This example shows how to display logs in buffer
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2.2.2 Copying log to Server

I. Requirements

Copy logs with severity from O to 7 to syslog server.

Il. Network Topology

Log Server

FOM .W'

192.168.1.2/124 192.168.1.1/24

IIl. Configuration Tips

Timestamps and sequence number features must be enabled before system copys logs to log server

IV. Configuration Steps
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#service sequence-numbers - >enable sequence number
Ruijie(config)#service timestamps - >enable timestamps
Ruijie(config)#interface vlan 1
Ruijie(config-if-VLAN 1)#ip address 192.168.1.1 255.255.255.0

Ruijie(config-if-VLAN 1)#exit

Ruijie(config)#logging server 192.168.1.2 - >specify log server IP address
Ruijie(config)#logging source ip 192.168.1.1 ------ >specify IP address on switch to communicate with log
server

Ruijie(config)#logging trap 7~ -——-- >copy all logs(severity from 0 to 7) to log server
Ruijie(config)#end

Ruijie#wr

V. Verification
This example shows how to verify the logs in a syslog server using "Kiwisyslog"
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Kiwi Syslog Service Manager (Version 8.3.23) - -‘ —
File Edit View Manage Help

oLl

Date Time Priority Hostname Message

03-12-2013 16:18:41 Local7.Notice 192.168.1.
03-12-2013 16:18:41 Local7. Evror 1921681

000044: “Mar 12 08:18:41: Ruijie ZLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet 073,
000043: *Mar 12 08:18:41: Ruiiie ZLINK-3-UPDOWN: Interface FastEthernet 0/3. chanoed state to un.

03-12-2013 16:19:02 Local7 Notice 192.168.1.1 000049: =Mar 12 08:19:02: Ruijie ¥LOGIN-5-LOGIN_SUCCESS: User login from console OK.
03-12-2013 16:19:02 Local7 Motice 192.168.1.1 000048: *Mar 12 08:19:01: Ruijie ¥LOGIN-5-LOGOUT: User logout from console.
03-12-2013 16:18:58 Local7 Notice 192.168.1.1 000047: *Mar 12 08:19:00: Ruijie %5Y5-5-CONFIG_I: Configured from le by |
03-12-2013 16:18:58 Local7 Notice 192.168.1.1 000046: *Mar 12 08:19:00: Ruijie %CLI-5-EXEC_CMD: Confi d from | d: exit
03-12-2013 16:18:58 Local7 Notice 192.168.1.1 000045: *Mar 12 08:18:58: Ruijie 2CLI-5-EXEC_CMD: Configured from | d: logging ink
1
A

2.2.3 Log Filtering

Scenario

By default, the log information generated on the system can be output to various destinations. You can use the log filtering

function to display required log information.

Features

1  The administrator can choose to hide some types of log information as required.

2 Generally, log information of all modules is displayed on the console or terminal. You can set log filter rules to enable log
information printing on designated terminals or print only certain types of log information on designated terminals.

3 Two types of log information filtering are supported, including "contain only..." and "filter only...". Only one type of filtering

is supported.

Working  Principles &
Configuration Details

Log filtering configuration mainly covers the filter rules, filter direction, and filter mode. During the configuration process:

1 If only the filter direction and filter mode are configured, the configuration does not take effect and log information is not
filtered.

2 If only the filter rule is configured, the configuration takes effect. Log information in all directions is filtered and the filter

mode is filter only.
1) Filter rule: sets the rule for filtering log information in global mode. Exact match and singular match are supported.
Filter rule in exact match mode: logging filter rule exact-match [ module module-name mnemonic mnemonic-name level level ]

Filter rule in singular match mode: logging filter rule single-match [ level level | mnemonic mnemonic-name | module module-

name ]
Parameter description

exact-match  Indicates an exact-match filter based on all three filter options. In exact match mode, all three filter options,
including log module name (module module-name), log level (level level), and mnemonic character (mnemonic mnemonic-

name), must be selected.
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single-match  Indicates a single-match filter based on all three filter options. In exact match mode, all three filter options,
including log module name (module module-name), log level (level level), and mnemonic character (mnemonic mnemonic-

name), must be selected.
module module-name indicates the name of the module about which the log information is to be filtered.
mnemonic mnemonic-name indicates the name of the mnemonic character for which the log information is to be filtered.

level level indicates the log level to be filtered.

Tips
1. In some scenarios, you may want to filter out certain types of log information. You can use the exact match mode and
specify the module name, mnemonic character name, and log level in configuring the filter rule.

2. In some scenarios, you may want to filter out some types of log information. You can use the single match mode and
specify the module name, mnemonic character name, or log level in configuring the filter rule.

3. If the configuration of the module name, mnemonic character name, or log level in a single-match filter rule is the same as

that in an exact-match filter rule, the single-match filter rule is assigned with higher priority than the exact-match filter rule.
Configuration example
1. Set the filter rule to exact match, module name to LOGIN, log level to 5, and mnemonic character to LOGOUT.
Ruijie(config)# logging filter rule exact-match module LOGIN mnemonic LOGOUT level 5
2. Set the filter rule to single-match and module name to SYS.

Ruijie(config)# logging filter rule single-match module SYS

FAQs

1. To filter logs 046188: *Aug 13 08:36:16: 401-C1&D1-RG-N18010 %SPANTREE-6-RCVDTCBPDU: (*2/M1) Received tc
bpdu on port AggregatePort 256 on MSTO

Command: ruijie(conifg)#logging filter rule exact-match module SPANTREE mnemonic RCVDTCBPDU level 6

2. To filter logs *Jul 30 12:35:51: %SNMP-3-AUTHFAIL: Authentication failure for SNMP req from host 185.94.111.1
Command: ruijie(conifg)#logging filter rule exact-match module SNMP mnemonic AUTHFAIL level 3

3. To filter logs %PARAM-6-CONFIG_SYNC: Sync'ing the startup configuration to the standby supervisor

Command: ruijie(config)#logging filter rule exact-match module PARAM mnemonic CONFIG_SYNC level 6

2) Filter direction: sets the direction for filtering log information in global mode.

logging filter direction { all | buffer | file | server | terminal } //By default, the filter direction is set to all, that is, to filter log

information in all directions.

default logging filter direction /I The filter direction for the log information restoration command is all.
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Parameter description

all Indicates to filter log information in all directions, including the console, virtual type terminal (VTY), log buffer
area, log file, and log server.

buffer Indicates to filter logs sent to the log buffer area that is the logs configured in the show logging command.

file Indicates to filter the logs sent to the log files.

server Indicates to filter the logs sent to the log server.

terminal Indicates to filter logs sent to the console and VTY (including via Telnet and SSH).
Tips
1. Generally, you may filter the logs meeting the filter rule in all directions (including to the console, VTY terminal, log buffer
area, log file, and log server) after the log filter function is configured. In some cases, you may want to filter logs only for certain

destinations. For example, you may need the logs filtered out for the terminal on the log file or log server. In these cases, you
need to set log filter rules for the terminal direction.

2. You can set the filter direction to multiple destinations by separating each other with a vertical line "|" or only one destination.

3) Filter type: sets the log information filter type. The configuration takes effect globally.

logging filter type { contains-only | filter-only } //The default value is filter-only, indicating that only filter is used.

Parameter description
contains-only Indicates that only logs containing keywords specified in the filter rule are output.

filter-only Indicates that logs containing keywords specified in the filter rule are filtered out and not output.

Tips
1. In some scenarios, a module may output too much log information that it may causes screen downpour on the terminal with

few valuable information being displayed. In this case, you can use the filter-only mode to filter out undesired log information.

2. In some scenarios, you may want to check whether a certain type of log information is generated only. In this case, you can
use the contain-only mode to output logs matching the filter rule to the terminal for observation.

3. In actual application, the two filter modes are mutually exclusive. Choose one filter mode only.

Configuration example

[Example 1]

[Requirement]

Assume there are following log information filtering requirements on the live network:

1. Set the filter direction to terminal and server.
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2. Set the filter mode to filter-only.
3. Set the filter rule to single-match and module name to SYS.
2. Set the filter mode to filter-only.
3. Set the filter rule to single-match and module name to SYS.
3. Set the filter rule to single-match and module name to SYS.
[Configuration method]
Configure log information filter on the system.
Ruijie# configure terminal
Ruijie(config)# logging filter direction server
Ruijie(config)# logging filter direction terminal
Ruijie(config)# logging filter type filter-only

Ruijie(config)# logging filter rule single-match module SYS

[Verification method]

1. Run the show running-config | include logging command to check the parameter configuration.

2. Check the output log information on the system by entering and quitting the global configuration mode
Ruijie#configure
Enter configuration commands, one per line. End with CNTL/Z.

Ruijie(config)#exit

2.3 Clock

2.3.1 Local Clock

I. Requirements

System time plays a very important role for troubleshooting and logs .We suggest you to deploy local clock to a scenario

in which there're only a few nodes with a small maintenance.

Il. Configuration Steps
Ruijie>enable
Ruijie#configure terminal - >enter global configuration mode

Ruijie(config)#clock timezone beijing 8 ------ >set timezone to UTC +8



Ruijie(config)#exit
Ruijie#clock set 18:00:00 12 3 2013 - >set clock in format "hh:mm:ss month day year"
Ruijie(config)#end

Ruijie#write e >double confirm and save configuration

I1l. Verification
Ruijie#tshow clock

18:01:03 beijing Tue, Dec 3, 2013

2.3.2 NTP

Overview

Network Time Protocol (NTP) is designed for time synchronization on network devices. A device can synchronize its clock
source and the server. Moreover, the NTP protocol can provide precise time correction (less than one millisecond on the LAN
and dozens of milliseconds on the WAN, compared with the standard time) and prevent from attacks by means of encryption
and confirmation.

To provide precise time, NTP needs precise time source, the Coordinated Universal Time (UTC). The NTP may obtain UTC
from the atom clock, observatory, satellite or Internet. Thus, accurate and reliable time source is available.

To prevent the time server from malicious destroying, an authentication mechanism is used by the NTP to check whether the
request of time correction really comes from the declared server, and check the path of returning data. This mechanism
provides protection of anti-interference.

Ruijie switches support the NTP client and server. That is, the switch can not only synchronize the time of server, but also be
the time server to synchronize the time of other switches. But when the switch works as the time server, it only support the

unicast server mode.

I. Requirements

Switch synchronizes system clock to NTP Server in order to keep system clock more accurate.

Il. Network Topology
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IIl. Configuration Tips

1. Basic network routes setting
2. (Optional) Configuring a switch as NTP Server
3. Configuring a switch as NTP client

4. (Optional) Specifying an interface on switch to communicate with NTP Server

IV. Configuration Steps

NTP configuration without authentication
1. Basic network routes setting

Ensure that NTP client can communicate with the NTP server

2. (Optional) Configuring a switch as NTP Server
Note:
Mostly NTP server is a particular server rather than a switch in production network. This example shows how to

configure a switch as a NTP server:

Ruijie(config)#ntp master

3. Configuring a switch as NTP client
Ruijie(config)#ntp server 192.168.2.1  ------ >set NTP server IP address

Ruijie(config)#ntp update-calendar ~  ------ >allow system to save clock in hardware even power interruption

4. (Optional) Specifying a interface on switch to communicate with NTP Server
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Ruijie(config)#ntp server 192.168.1.2 source loopback 0 ------ > specify interface loopback 0 to communicate with
NTP Server

NTP configuration with authentication
1. Basic network routes setting

Ensure that NTP client can communicate with the NTP server

2. (Optional) Configuring a switch as NTP Server

Note:

Mostly NTP server is a particular server rather than a switch in production network. This example shows how to
configure a switch as a NTP server and how to configure NTP authentication on a switch NTP Server

Ruijie(config)#ntp master
Ruijie(config)#ntp authenticate =~ ------ >enable NTP authentication
Ruijie(config)#ntp authentication-key 6 md>5 ruijie ~ ------ >NTP key id is "6" , and password is "ruijie"

Ruijie(config)#ntp trusted-key 6

3. Configuring a switch as NTP client

Ruijie(config)#ntp update-calendar ~  ------ >allow system to save clock in hardware even power interruption
Ruijie(config)#ntp authenticate ~ ------ >enable NTP authentication
Ruijie(config)#ntp authentication-key 6 md5 ruijie - >NTP key id is "6" , and password is "ruijie”

Ruijie(config)#ntp trusted-key 6

Ruijie(config)#ntp server 192.168.2.1 key 6 ~ ------ >apply key id 6 to corresponding NTP server 192.168.2.1

4. (Optional) Specifying a interface on switch to communicate with NTP Server

Ruijie(config)#ntp server 192.168.1.2 source loopback 0 - >specify interface loopback 0 to communicate
with NTP Server

V. Verification
1. This example displays the clock on NTP server

show clock

1 UTC Tue, Nar 12,




3. This example displays NTP status on NTP client before synchronization

siomn 12 L1

4. System returns a message after synchronizing successfully:
*Mar 12 10:55:04: %SYS-6-CLOCKUPDATE: System clock has been updated to 10:55:04 UTC Tue Mar 12 2013.

This example displays NTP status on NTP client before synchronization

q 1z

2 time 1

2.4 Configuring a Layer 2 Port

2.4.1 Port Description

Function Overview

Port description is very important for daily maintenance and trouble shooting. We suggest you to use the format "Link-

peer name-peer port" to define port description. For example:

Ruijie(config-if-GigabitEthernet 0/1)#description Link-to-WLZX_Core_S8610_1-G1/2

I. Configuration Steps
Configuring port description on GO/1
Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/1
Ruijie(config-if-GigabitEthernet 0/1)#description Link-to-Core-S8610_1-G2/3
Ruijie(config-if-GigabitEthernet 0/1)#end

Ruijie#write



Il. Verification

Ruijie#show interfaces description

Interface Status  Administrative Description

GigabitEthernet 0/1 down up Link-to-Core-S8610_1-G2/3
GigabitEthernet 0/2 down up

GigabitEthernet 0/3 down up

2.4.2 Speed, Duplex and Flow control

Overview

By default, speed and duplex negotiate automatically. You can also set speed and duplex manually to ensure that both
ends of a link have the same speed and duplex .Usually we keep the default setting for flow control.

I. Configuration Steps

In the following example, the "speed" config-interface command with the keyword 100 is used to manually set
speed on Giga0/24 to 100M

Ruijie>enable

Ruijie#configure terminal

Ruijie(config)#int gigabitEthernet 0/24
Ruijie(config-if-GigabitEthernet 0/24)#speed 100
Ruijie(config-if-GigabitEthernet 0/24)#end

Ruijie#write

In the following example, the "duplex" command config-interface with the keyword full is used to manually set

duplex on Giga0/24 to full duplex
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#int gigabitEthernet 0/24
Ruijie(config-if-GigabitEthernet 0/24)#duplex full
Ruijie(config-if-GigabitEthernet 0/24)#end

Ruijie#write



This example shows how to disable flow control feature on Giga0/1
Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/1
Ruijie(config-if-GigabitEthernet 0/1)#flowcontrol off
Ruijie(config-if-GigabitEthernet 0/1)#end

Ruijie#twrite

Note: By default flow control feature is enabled, but different switches vary, and you can enter "show interface"
privilege EXEC command to verify.

II. Verification
This example shows how to display interface status including duplex and speed.

2.4.3 Combo Port

I. Configuration Steps
Following example shows how to convert combo mode on Giga0/23 to fiber
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/23
Ruijie(config-if-GigabitEthernet 0/23)#medium-type fiber ~ ------ >convert combo mode to fiber
Ruijie(config-if-GigabitEthernet 0/23)#end

Ruijie#write  ------ >confirm and save

Following example shows how to convert combo mode on Giga0/23 to copper
Ruijie>enable
Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/23
Ruijie(config-if-GigabitEthernet 0/23)#medium-type copper ~  --—--—-- >convert combo mode to copper

Ruijie(config-if-GigabitEthernet 0/23)#end



Ruijie#twrite

II. Verification
1. To display combo mode status, enter "show interface status" privilege EXEC command

Ruijie#show interfaces status

Interface Status Vlan Duplex  Speed Type
GigabitEthernet 0/22 down 1 Unknown Unknown  copper
GigabitEthernet 0/23 up 1 Full 1000M fiber
GigabitEthernet 0/24 down 1 Unknown Unknown copper

2. This example shows how to display the transceiver information of Giga0/23

Ruijie#show interfaces g0/23 transceiver

Transceiver Type . 1000BASE-LX-SFP
Connector Type . LC
Wavelength(nm) : 1310

Transfer Distance
SMF fiber
-- 10km
50/125 um OM2 fiber
-- 550m
62.5/125 um OM1 fiber

-- 550m

Digital Diagnostic Monitoring :NO ~  --—-- >This transceiver doesn't support DDM . DDM provides you the

light intensity of receiving and sending direction.

Vendor Serial Number : LP201093226676

3. This example shows how to display the light intensity of a 10G transceiver which supports DDM
Ruijie#show interfaces tenGigabitEthernet 1/25 transceiver diagnosis
Current diagnostic parameters[AP:Average Power]:
Temp(Celsius)  Voltage(V) Bias(mA) RX power(dBm) TX power(dBm)

26(OK) 3.26(0OK) 5.22(0K) -3.65(0K)[AP] -2.09(OK)
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4. This example shows how to display the transceiver alarm

Ruijie#tshow interfaces tenGigabitEthernet 1/25 transceiver alarm ~ ------ > if the transceivers is plugged in , but the
port doesn't come up , system returns the following warning message

RX power low
RX loss of signal
Module not ready
RX not ready

RX CDR loss of lock

Ruijie#show interfaces tenGigabitEthernet 1/25 transceiver alarm  ------ >if the transceivers is plugged in and the

port comes up , system returens no warning message

Ruijie transceivers specification
1. MINI-GBIC transceiver:

Support Transmitting Receiving
GBIC/SFP :"3:':"}9“9' Fiber fype | DDM Sensitivity/dBm | SensitivityldBm

(YesiNo) [ MIN MAX | MIN MAX
FE-SFP-LX-MM1310 1310 Multimode | Yes 22 A4 | -30 -14
FE-SFP-LH15-SM1310 1310 2'“9""""""’ Yes 15 8 28 8
Mini-GBIC-6X 850 Muitimode | No 05 3 a7 0
Mini-GBIC-LX 1310 :"“9'3“‘3" No 95 3 20 3
GE-SFP-SX-MMB50 850 Mulimode | Yes 95 3 a7 0
GE-eSFP-LX-SM1310 1310 2'“9""""""’ Yes 95 3 20 3
Mini-GBIC-LH40 1310 2‘“9'3""“ Yes 2 3 22 3
Mini-GBIC-ZX50 1550 2‘“9'3'”'““‘ Yes 5 0 .22 -3
Mini-GBIC-ZX80 1550 Single-mod | yoq 0 a7 |22 3
Mini-GBIC-ZX100 1550 g’i“g'e'mm’ Yes 0 5 .30 -9
SOH155-SFP-SX-MMB50 850 Multimode | No -0 4 25 0
SDH155-SFP-SX-MM1310 1310 Multimode | No 20 44 [ -30 .14
SDH155-SFP-LH15-SM1310 1310 2'“9""’"“’ No 15 8 28 8
SDH155-SFP-LH40-SM1310 | 1310 Single-mod | g 5 0 34 8

MINI-GBIC cabling specification:
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GBIC/SFP ‘r:m“mt Fiber Type | Core Size(um) oL e
FE-SFP-LX-MM1310 1310 Multimode | 62.5/125 2km
FE-SFP-LH15-SM1310 1310 Single-mode | 9/125 15km
62.5/125 275m
Mini-GBIC-SX 850 Multimode
501125 550m
Mini-GBIC-LX 1310 Single-mode | 9/125 10km
62.5/125 275m
GE-eSFP-SX-MM850 850 Multimode
501125 550m
GE-=SFPLX-SM1310 1310 Single-mode | 8/125 10km
Mini-GBIC-LH40 1310 Single-mode | 9/125 40km
Mini-GBIC-ZX50 50km
Mini-GBIC-ZX80 1550 Single-mode | 91125 80km
Mini-GBIC-ZX100 100km
SDH155-SFP-SX-MMB850 850 ] 500m
SDH155-SFP-SX-MM1310 1310 Millimode | 62.5/125 Zkm
SDHA55-SFP-LH15-SM1310 : 15km
SDH155-SFP-LH40-SM1310 1310 Single-mands | Y125 40km
SDH155-SFP-L HB0-SM1550 1850 Single-mode | 5/125 80km
2.10G XFP
Wave Maximu = Sending Receiving
. aipe | Modular m Optical :
Model :"9‘ - [0"' ‘; Bandwidth  Cabling Density D""“:'y (dBm}
(nm) Type pm (MHz + km)  Distanc _(dBm) e
e MIN | MAX | MIN | MAX
200 33m
Multimode | 62.5
10GBASE-SR-XFP | 850 | (L€ 160 22m 5 | 75 |05
B connector 2000 300m B o
) 50 500 82m
400 66m
Single-mo
deiLc
10GBASE-LR-XFP | 1310 | dell 9 NIA iokm | 48 |05 |-103 |05
)
Single-mo
10GBASE-ER-XFP | 1550 | 9e(Le 9 NIA 40km | 1 2 413 | 1
connector ’
)
Single-mo
XG-XFP-ZR80-SM15 deiLc
= 1550 | dell 9 NIA 80km | O 4 23 |7
)
3. 10G SFP+
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Maximu Sending

. Receiving
Wave . . Modular m Optical ]
Madel length .lF_lber (Cnmr? Size | gandwidth Cabling Density g;:::;l (dBm)
(nm}) ype H (MHz =~ km) Distanc | (dBm) ¥
e MIMN AKX MIN AKX
625 200 33m
Multimod ' 160 26m
XG-SFP-SR-MMB50 850 (Le 2000 300m -5 -1 -7.5 0.5
rnecte | so 500 82m
400 BEm
Single-m
ode
XG-SFP-LR-SM1310 1310 (Le 9 MN/A 10km -8.2 0.5 -10.3 0.5
connecto
r)
Single-m
ode
XG-SFP-ER-SM1550 1550 (LC =] MIA A0km =47 4 -11.3 -1
connecto

r)

2.4.4 Access or Trunk Port

Note: By default, trunk port carries traffic for all vlans that is created , and we strongly recommend you to prune

every trunk port to allow only the traffic of useful vlan pass through in case that unknown unicast ,broadcast and

multicast packets floods through the overall network ,leading to a heavier CPU burden and useless consumption of

system resource.

I. Configuration Steps

1.

Configuring access port

The following example shows how to configure interface FO/1 as an access port and assign interface FO/1 to VLAN 100
Ruijie>en
Ruijie#conf t
Ruijie(config)#interface fastEthernet 0/1
Ruijie(config-if)#switchport mode access
Ruijie(config-if)#switchport access vlan 100
Ruijie(config-if)#end

Ruijie#wr

Note: By default, all ports are access mode and belongs to VLAN 1

Enter "show vlan" privilege EXEC command to verify that interface FO/1 belongs to VLAN 100
Ruijie# show vlan

VLAN Name Status Ports

1 VLANOOO1 STATIC  Fa0/3, Fa0/4, Fa0/5

Fa0/6, Fa0/7, Fa0/8, Fa0/9



Fa0/10, Fa0/11, Fa0/12, Fa0/13
Fa0/14, Fa0/15, Fa0/16, Fa0/17
Fa0/18, Fa0/19, Fa0/20, Fa0/21
Fa0/22, Fa0/23, Fa0/24, Fa0/25
Fa0/26, Fa0/27, Fa0/28, Fa0/29
Fa0/30, Fa0/31, Fa0/32, Fa0/33
Fa0/34, Fa0/35, Fa0/36, Fa0/37
Fa0/38, Fa0/39, Fa0/40, Fa0/41
Fa0/42, Fa0/43, Fa0/44, Fa0/45
Fa0/46, Fa0/47, Fa0/48, Gi0/49
Gi0/50

100 VLANO100 STATIC Fa0/1,Fa0/2

2. Configuring trunk port
The following example shows how to configure interface G0/49 as a trunk port

Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/49
Ruijie(config-if)#switchport mode trunk

Ruijie(config-if)#end

In the following example, "show interface trunk" privilege EXEC command is used to verify all trunk port status

Ruijie# show interfaces trunk

Interface Mode  Native VLAN VLAN lists
FastEthernet 0/48 Off 1 ALL
GigabitEthernet 0/49 On 1 ALL
GigabitEthernet 0/50 Off 1 ALL

3. Pruning a Trunk port (Mandatory)
This example shows how to prune a trunk port to carry traffic only for vlan 5, 10 and 20-30

Ruijie#configure terminal
Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#switchport mode trunk



Ruijie(config-if-GigabitEthernet 0/1)#switchport trunk allowed vlan remove 1-4,6-9,11-19,31-4094
Ruijie(config-if-GigabitEthernet 0/1)#end

Ruijie#wr

2.4.5 Storm Control

Overview

1. We suggest you to apply storm-control on edge port on access switch and don't apply storm-control on uplink port.
2. If access switch doesn't support storm-control, we suggest you to apply storm-control on distribution switch.
3. The limitation of 100 pps to 300 pps for unknown unicast/broadcast/multicast packets is proper.

I. Configuration Steps

To configure storm control on a port with keyword level, perform this task:
Ruijie>enable
Ruijie#configure termina
Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#storm-control broadcast level 1 =~ ------ >storm-control limits the number of
broadcast packets to 1% of the bandwidth that is 1G*1%=10M

Ruijie(config-if-GigabitEthernet O/1)#storm-control unicast level 1~ - >storm-control limites the number of
unknown unicast packets to 1% of the bandwidth that is 1G*1% =10M

Ruijie(config-if-GigabitEthernet 0/1)#storm-control multicast level 1

To configure storm control on a port with keyword pps, perform this task:
Ruijie>enable

Ruijie#configure termina

Ruijie(config)#interface gigabitEthernet 0/1

Ruijie(config-if-GigabitEthernet 0/1)#storm-control broadcast pps 200 ------ >storm-control limits the number of

broadcast packets to 200 packets per seconds

Ruijie(config-if-GigabitEthernet 0/1)#storm-control unicast pps 200 - >storm-control limits the number of

unknown unicast packets to 200 packets per seconds
Ruijie(config-if-GigabitEthernet 0/1)#storm-control multicast 200

Ruijie(config-if-GigabitEthernet 0/1)#end

Il. Verification



Ruijie#show storm-control

Interface Broadcast Control Multicast Control Unicast Control Action
GigabitEthernet 0/1 1 % 1 % 1 % none
GigabitEthernet 0/2 Disabled Disabled Disabled none
GigabitEthernet 0/3 Disabled Disabled Disabled none

2.5 SNMP

2.5.1 SNMPV1/V2

Overview

SNMP: As the abbreviation of Simple Network Management Protocol, SNMP has been a network management standard
(RFC1157) since the August, 1988. So far, the SNMP becomes the actual network management standard for the support
from many manufacturers. It is applicable to the situation of interconnecting multiple systems from different manufacturers.
Administrators can use the SNMP protocol to query information, configure network, locate failure and plan capacity for the
nodes on the network. Network supervision and administration are the basic function of the SNMP protocol.

SNMP versions:

SNMPv1 : The first formal version of the Simple Network Management Protocol, which is defined in RFC1157
SNMPv2C: Community-based Administrative Framework for SNMPv2, an experimental Internet protocol defined in
RFC1901.

SNMPv3: Offers the following security features by authenticating and encrypting packets:

1. Ensure that the data are not tampered during transmission;

2. Ensure that the data come from a valid data source;

3. Encrypt packets to ensure the data confidentiality;



Model Lewel Authentication | Encryption Description
Ensures the
dala wallidity

SNMP noAuthMoPriv Community Mone through

=ting community
alring.
Enauras the
dala wallidity

SHNMPvZc | noAuthMoPriv Comemunity Mone through

=ting community
alring.
Ensuras the

SNMPv3 noAuthMoPriv | User name Mone et valaty
through user
MEmE.

Provides:
HMAC-MDS  or

SNMPv3 authoPriv MDS or SHA Mone :GM-SHM
authenbcaton
mechantam.
Provides:
HMAC-MDS  or
HMALC-SHA-bas
ad

SNMPv3 authPriv MDS or SHA DES authentcation
machantsm and
CBC-DES-base
d encrypon
mechantam.

Both the SNMPv1 and SNMPv2C use a community-based security framework. They restrict administrator’s operations
on the MIB by defining the host IP addresses and community string. With the Get Bulk retrieval mechanism, SNMPv2C
sends more detailed error information type to the management station. Get Bulk allows you to obtain all the information
or a great volume of data from the table at a time, and thus reducing the times of request and response. Moreover,
SNMPv2C improves the capability of handing errors, including expanding error codes to distinguish different kinds of
errors, which are represented by one error code in SNMPv1. Now, error types can be distinguished by error codes.
Since there may be the management workstations supporting SNMPv1 and SNMPv2C in a network, the SNMP agent
must be able to recognize both SNMPv1 and SNMPv2C messages, and return the corresponding version of messages.

I. Requirements

1. Only SNMP network manager (IP:192.168.1.2/24) can access switch SNMP service with community string "ruijie”
2. SNMP agent on switch sends SNMP trap to SNMP manager actively

3. SNMP manager can get basic information of switch ---location, contact method and chassis id
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192.168.1.2/24 192.168.1.1/24

Ill. Configuration Tips

1. Set Read-Only community string and Read-Write community string on switch independently
2. Define ACL to allow authorized SNMP manager to access SNMP agent of switch only

3. Enable SNMP trap

4. Configure SNMP manager

IV. Configuration Steps
1. Define an access-list named "abc" and an entry to permit IP address of SNMP manager
Ruijie(config)#ip access-list standard abc
Ruijie(config-std-nacl)#permit host 192.168.1.2

Ruijie(config-std-nacl)#exit

2. Setread-write community string to "ruijie” and read-only community string to "public” , then associate both

community strings with ACL to allow only the SNMP manager to access SNMP agent of switch only
Ruijie(config)#snmp-server community ruijie rw abc

Ruijie(config)#snmp-server community public ro abc

3. SNMP agent on switch actively sends trap to SNMP network manager
Ruijie(config)#snmp-server host 192.168.1.2 traps ruijie =~ ------ >by default , SNMP trap version is version 1

Ruijie(config)#snmp-server host 1.1.1.1 version 2c ruijie ~ ------ >set SNMP trap version to version 2c

4. Enable trap feature

Ruijie(config)#snmp-server enable traps

5. Set SNMP optional parameters

Set location

Ruijie(config)#snmp-server location fuzhou



Set contact method

Ruijie(config)#snmp-server contact ruijie.com.cn

Set chassis-id

Ruijie(config)#snmp-server chassis-id 1234567890

6. Assign a management IP address to SVI 1
Ruijie(config)#interface vlan 1

Ruijie(config-if-VLAN 1)#ip address 192.168.1.1 255.255.255.0

7. Save configuration
Ruijie(config-if-VLAN 1)#end

Ruijie#wr

V. Verification

1. This example shows how to verify SNMP agent status

Following example provides how to disable SNMP agent if snmp agent issue leads to heavy load of CPU :

Ruijie(config)#no enable service snmp-agent

2. This examples shows how to display SNMP host information

r: ruijie
curlty model :

3. This example shows how to access the SNMP agent in a SNMP manager using "Mib-Browser"
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4. Other SNMP manager except for 192.168.1.2 cannot access SNMP agent at the same time.

2.5.2 SNMPV3

I. Requirements

1) The SNMP manager can access the SNMP agent on switch by applying user-based security model. The user name is
"admin", authentication mode is MD5, authentication key is "ruijie", encryption algorithm is DES56, and the encryption

key is "123"
2) User "admin" can read the MIB objects under System (1.3.6.1.2.1.1) node, and can only write MIB objects under
SysContact (1.3.6.1.2.1.1.4.0) node.

3) The switch can actively send authentication and encryption messages to the SNMP manager

Il. Network Topology
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Ill. Configuration Tips

1. Create MIB view and specify the included or excluded MIB objects.

2. Create SNMP group and set the version to "v3"; specify the security level of this group, and configure the read-write
permission of the view corresponding to this group.

3. Create user name and associate the corresponding SNMP group name in order to further configure the user's
permission to access MIB objects; meanwhile, configure the version number to "v3" and the corresponding
authentication mode, authentication key, encryption algorithm and encryption key.

4. Configure the address of SNMP manager, configure the version "3" and configure the security level to be adopted.

IV. Configuration Steps
Configuring switch:
Ruijie#configure terminal

Ruijie(config)#snmp-server view viewl 1.3.6.1.2.1.1 include - > Create a MIB view of
"viewl" and include the MIB object of 1.3.6.1.2.1.1

Ruijie(config)#snmp-server view view2 1.3.6.1.2.1.1.4.0include - > Create a MIB view of
"view2" and include the MIB object of 1.3.6.1.2.1.1.4.0

Ruijie(config)#snmp-server group groupl v3 priv read viewl write view2 —  ------ >Create a group named

gl" ,using SNMPv3 ; configure security level to "priv" ,and can read "viewl" and write "view2"

Ruijie(config)#snmp-server user admin groupl v3 auth md5 ruijie priv des56 ruijiel23 ~ ------ >Create a user
named "admin", which belongs to group "groupl”; using SNMPv3 and authentication mode is "md5", authentication

key is "ruijie”, encryption mode is "DES56" and encryption key is "123".

Ruijie(config)#snmp-server host 192.168.1.2 traps version 3 priv admin ~ ---—--- >Configure the SNMP server
address as 192.168.1.2 , using SNMPv3,then configure security level to "priv* and associate the corresponding

user name of "admin"

Ruijie(config)#snmp-server enable traps e >Enable
the Agent to actively send traps to NMS

Ruijie(config)#interface vlan 1
Ruijie(config-if-VLAN 1)#ip address 192.168.1.1 255.255.255.0

Ruijie(config-if-VLAN 1)#end



Set SNMP optional parameters
Ruijie(config)#snmp-server location fuzhou
Ruijie(config)#snmp-server contact ruijie.com.cn
Ruijie(config)#snmp-server chassis-id 1234567890

Note: If you don't create a new SNMP view, Ruijie switch uses the default SNMP view named "default" ,including
MIB object of 1

Minimun SNMPv3 configuration example:
snmp-server group groupl v3 priv read default write default
snmp-server user admin groupl v3 auth md>5 ruijie priv des56 ruijie123
snmp-server host 192.168.1.2 traps version 3 priv admin

snmp-server enable traps

V. Verification

1. This example shows how to verify SNMP agent status

Euljie# show ser

Following example provides how to disable SNMP agent if snmp agent issue leads to heavy load of CPU :

Ruijie(config)#no enable service snmp-agent

2. Following examples show how to display snmp view, snmp group and snmp user individually




Fui jieftshow snmp user

JSEr names.

: auth priv

1: ND&

Friv pro 1: DES
roup—name: groupl

2.6 SPAN

2.6.1 Many to one mirror

Overview

With SPAN, you can analyze the communications between ports by copying a frame from one port to another port connected
with a network analysis device or RMON analyzer. The SPAN mirrors all the packets sent/received at a port to a physical port
for analysis.SPAN does not affect the exchange of packets between the source and destination ports. Instead, it copies the
frames incoming/outgoing the source port to the destination port. However, the frames may be discarded on an overflowed

destination port, for example, when a 100Mbps port monitors an 1000Mbps port.
I. Requirements
Core switch copies traffic of GO/1 and G0/2 on both directions to Monitor Server and Monitor Server can also visit

Internet at the same time

Il. Network Topology
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meonitor server

G025

core switch

P: 192.168.1.3
GW:= 192.168.1.254

P‘C1R

¥

PC2
P 192.168.1.1 P: 192.168.1.2
GW: 192.168.1.254 GW: 192.168.1.254

Ill. Configuration Tips

Enter "monitor session" global configuration command with "switch" keyword to allow mirror destination port to forward

additional traffic more than mirroring traffic

IV. Configuration Steps
Ruijie>enable
Ruijie#configure terminal

Ruijie(config)#monitor session 1 source interface gigabitEthernet 0/1 both ~ ------ >define GO/1 as source port in
monitor session , and both traffic directions are monitored. If you want to monitor income or outcome traffic only ,

you can use keyword rx or tx instead of both , such as "monitor session 1 source interface gigabitEthernet 0/1 rx"
Ruijie(config)#monitor session 1 source interface gigabitEthernet 0/2 both

Ruijie(config)#monitor session 1 destination interface gigabitEthernet 0/24 switch

Ruijie(config)#end

Ruijie#wr

V. Verification
1. This example shows how to verify status of monitor session
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i jie#show monitor
—rum: 1

2. This examples verifies that the Monitor Server can visit Internet while monitoring

BN Administrator: C\Windows\system32iomd.exe LEJ LEIEld_hJ
C:~Users~Scottiping 192.168.1.1

Pinging 172.168.1.1 with 32 bytes of data:

Reply from 192_.168.1.1: hytes=32 time{ims TTL=64
Reply from 192_168.1.1: hytes=32 time=5ms TTL=64
| Reply from 192.168.1.1: hytes=32 time<{ims TTL=64
Reply from 192 _.168.1.1: hytes=32 time<{ims TTL=64

Ping statistics for 192.168.1.1:

Packet=s: Sent = 4, Received = 4, Lost = B (B¢ loss).
Approximate round trip times in milli-seconds:

Minimum = Bms, Maximum = Sms. Average = 1ims

IRC:“Users~Scott>

2.6.2 One to Many Mirror

Note: Only S8600E and N18000 series switch support one to many (or many to many) SPAN so far.

Tips: For those switches that do not support one to many SPAN, you can apply another fallback method as below:
1. Configure the ordinary many to one SPAN

2. Connect a HUB to the mirror destination port, so packets floods through the HUB

3. Connect your Monitor Server to the HUB.

HUB can also be a default setting switch. You must assign ports to the remote-vlan and disable the mac-learning

feature (enter "no mac-address-learning" config-interface command) and storm-control feature.
I. Requirements
Core switch copies traffic of G4/1 and G4/2 on both directions to Monitor Server 1 connected to port G4/21 and

Monitor Server 2 connected to port G4/22

Il. Network Topology
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monitor server 1

IP: 192.168.100.21
GW: 192.168.100.254

mac loopbacks monitor server 2

port IP:  192.168.100.22

GW: 192.168.100.254

IP:  192.168.11 IP:  192.168.1.2
GW: 192.168.1.254 GW: 192.168.1.254

Ill. Configuration Tips

1) Create VLAN 100 as remote-vlan on switch

Configuration Guide

2) Define G4/1 and G4/2 as source port in monitor session, and both traffic directions are monitored

3) Create a mac-loopback port, assign this mac-loopback port to Remote vlan and define it as destination port in monitor

session
4) Assign ports G4/21 and G4/22 to Remote vlan 100

Note:

1) Utilize an unused port as mac-loopback port .You cannot connect cable to this port, even so switch puts link status of

mac-loopback port to up status and port LED is green

2) Don't configure any other commands to the mac-loopback port and don’t specify “switch" keyword when configuring

monitor session (monitor session 1 destination remote vlan 100 interface gigabitEthernet 4/23 no switch keyword)

IV. Configuration Steps
1. Create VLAN 100 as remote-vlan on switch
Ruijie#configure terminal
Ruijie(config)#vlan 100  ------ > VLan 100 must be dedicated for mirroring

Ruijie(config-vlan)#remote-span
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Ruijie(config-vlan)#exit

2. Define G4/1 and G4/2 as source port in monitor session, and both traffic directions are monitored
Ruijie(config)#monitor session 1 remote-source
Ruijie(config)#monitor session 1 source interface gigabitEthernet 4/1 both

Ruijie(config)#monitor session 1 source interface gigabitEthernet 4/2 both

3. Configure G4/23 as mac-loopback port, assign this mac-loopback port to Remote vlan and define it as destination

port in monitor session
Ruijie(config)#interface gigabitEthernet 4/23
Ruijie(config-if-GigabitEthernet 4/23)#switchport access vlan 100

Ruijie(config-if-GigabitEthernet 4/23)#mac-loopback - >Don't configure any other commands or

connect cable to this port
Ruijie(config-if-GigabitEthernet 4/23)#end
Ruijie(config)#monitor session 1 destination remote vlan 100 interface gigabitEthernet 4/23 switch

Ruijie# clear mac-address-table dynamic interface gigabitEthernet 4/23 ~ ------ > clear mac-address-table of this

port when finish configuring

4. Assign ports G4/21 and G4/22 to Remote vlan 100
Ruijie(config)#interface range gigabitEthernet 4/21-22
Ruijie(config-if-range)#switchport access vlan 100
Ruijie(config-if-range)#end
Ruijie#twr

V. Verification

1. This example shows how to verify status of monitor session

Fui jieftEhow monitor

frame—type| Both

frame—tvpe |Both




2. This example shows how to display configuration of port G4/23
i jiefishow run int g

milding configuration. ..

Current confizuration

GlgabitEthernet 4

7lan 1

Ylan
100 Full
VI. Script
conft
vlan 100

remote-span

exit

monitor session 1 remote-source

monitor session 1 source interface gigabitEthernet 4/1 both

monitor session 1 source interface gigabitEthernet 4/2 both

monitor session 1 destination remote vlan 100 interface gigabitEthernet 4/23 switch
interface gigabitEthernet 4/23

switchport access vlan 100

mac-loopback

interface range gigabitEthernet 4/21-22

switchport access vlan 100

2.6.3 Flow-Based Mirroring

Scenario

Flow-based mirroring: During network troubleshooting, when the traffic on the port is high, a common mirroring analysis

solution may lead to analysis failure due to limited PC performance, and it would be difficult for the system to capture required
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traffic packets (for example, a traffic packet of a certain MAC address, or a traffic packet originated by a designated IP address
and destined for another designated IP address). In this case, you can use the flow-based mirroring analysis function. If the
traffic on the port is too high for the monitoring server or log auditing server deployed on the network to carry out all the data

analysis tasks, you can choose to capture specified traffic packets only.

Function Overview

Port mirroring: You can use the switched port analyzer (SPAN) to replicate packets on a specified port to the port that connects
a network surveillance device on the switch for network monitoring and traffic analysis. You can monitor packets flow in and

out of a source port through SPAN for fast and packet replication.

The SPAN does not change packet information or affect packet transmission. In addition, the SPAN does not have requirement
on the media type for the source and destination ports. Port mirroring can be optical ports to electrical ports or electrical ports
to optical ports. The SPAN has no requirement on the property of the source and destination ports. It supports mirroring from
an access port to a trunk port or a trunk port to an access port.

Flow-based mirroring: You can define the desired types of traffic packets (for example, PPPOE packets, IP packets on a
specified network segment, and HTTP packets on TCP 80) using the ACL. Ruijie switches provide rich ACL functions, and
support traffic packet matching by L2 frame types, MAC addresses, IP addresses, TCP/UDP ports, and ACL80 (the first 80
bytes of a packet). The SPAN captures traffic packets on the source port according to the defined ACL, and mirrors the traffic
packets to the destination port. Traffic packets not matching the defined ACL are not mirrored.

Note: The switch supports flow-based mirroring in the RX direction (inbound on the port) only. Monitoring on the TX (outbound

on the port) direction or bi-direction are not supported.

I. Networking Requirements

1. The monitoring server monitors traffic consumption on the core server by users on the 192.168.10.0/24 network segment.
2. The monitoring server monitors the traffic from the core server to the access server.

Il. Network Topology
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IIl. Configuration Tips

1. On the core server, configure the ACL to allow users on the network segment 192.168.10.0/24.

Configuration Guide

2. On the core server, configure the port mirroring function. Set the g1/1 port that connects the access server as the source

port of port mirroring and enable the ACL association.

3. Set the port connecting the monitoring server (port g1/24) as the destination port of port mirroring.

IV. Configuration Steps
Configure the core server.

Ruijie#configure terminal

Ruijie(config)#ip access-list extended ruijie - >Create ACL, named as ruijie

Ruijie(config-ext-nacl)#permit ip 192.168.10.0 0.0.0.255 any

Ruijie(config-ext-nacl)#exit

Ruijie(config)#monitor session 1 source interface gigabitEthernet 1/1 tx

Ruijie(config)#monitor session 1 source interface gigabitEthernet 1/1 rx acl ruijie ~ ------ > Set the g1/1 port that

connects the access server as the source port of port mirroring and enable the ACL association.

Ruijie(config)#monitor session 1 destination interface gigabitEthernet 1/24 switch - > Set the port
connecting the monitoring server (port g1/24) as the destination port of port mirroring and enable switching on the

mirroring destination port.
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Ruijie(config)#end

Ruijieftwr

V. Verification

1. Check the port mirroring state.
Ruijie(config)#show monitor
sess-num: 1
span-type: LOCAL_SPAN
src-intf:
GigabitEthernet 1/1 frame-type Both
rx acl id 2900
acl name ruijie
dest-intf:
GigabitEthernet 1/24

mtp_switchon e > Allow mirroring port forwarding data stream

2. Check the ACL.

3. Capture

2.7 Featured commands

1. switchport trunk allowed vlan only x-x

Previously in 10.x version, all vlans are able to pass through trunk port by default. Engineers have to remove all vlans first,
then permit vlan one by one.
By command "switchport trunk allowed vlan only x-x", only allowed vlans are able to pass through trunk port, you don't need to

remove all vlan anymore.

For example:

Ruijie(config-if-GigabitEthernet 1/1)#show this

Building configuration...



switchport mode trunk
switchport trunk allowed vlan only 1-2

end

2. show this

Previously in 10.x version, engineers have to execute commands "show run “or “"show run | include xxx" to check

configurations.By command "show this", you can display configurations under current mode directly:

For example:

Ruijie(config)#int mgmt O
Ruijie(config-if-Mgmt O)#show this
Building configuration...

!

ip address 172.18.10.62 255.255.255.0

gateway 172.18.10.1

3. show upgrade history

Previously in 10.x version, engineers have to rename firmware as "rgos.bin" before upgrading. In addition, there is no historical
upgrade records.

Currently, you can give any name to firmware for convenient management purpose and system might record historical upgrade.

For example:

Ruijie#show upgrade history
Last Upgrade Information:
Time: 2015-04-20 03:02:05
Method: LCOAL
Package Name: N18000_RGOS11.0(2)B1_CM_install.bin

Package Type: Distribution

4. debug syslog limit



Previously in 10.x version, at worst, massive system logs printing might crash device after debug is enable.
By command "debug syslog limit time seconds numbers numbers ", system logs printing is limited,

For example:
Ruijie#debug syslog limit ?
numbers Syslog limited by numbers
reset Syslog reset limit statistics

time Syslog limited by time

5. one key collection
Previously in 10.x version, usually engineers have to collect information multiple times while trouble shooting which might miss
the best opportunity.

By one key collection, system collects all relevant information in one time.

For example:

Ruijie#tdebug support
Ruijie(support)#tech-support ?
console Tech-support information to terminal

package Tech-support information to package

2.8 Typical Feature

2.8.1 VSU

Overview

VSU expands the Port Numbers
As figure shown below, when port number on a switch runs out, you can add one more switch to the VSU to expand port

numbers
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As figure shown below, you can add one more switch to the VSU to expand the global forwarding capacity. For example,

VSU expands Forwarding Capacity

forwarding capacity of one switch is 128M pps, and the global forwarding capacity expands up to 256 M pps when two
switches join in a VSU.

VSU expands Uplink Bandwidth
As figure shown below , you can add one more switch to VSU to expand uplink bandwidth to the core switch with the
minimum impact for network topology and configuration.
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VSU simplifies the Network Topology

As the first figure shown below, this is a common scenario consisted of MSTP and VRRP features to ensure high available,
and redundant ports are blocked to prevent loops.

As the second figure shown below, VSU reduces the complexity of network and enhance the utilization ratio of network
resources. All ports are occupied in the same time.

MSTP + VRRP
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Note:
In the traditional network, in order to strengthen network reliability, the core layer or distribution layer will generally
configure two devices into the dual-core system to allow redundant standby, with neighboring devices connecting two
links to reach the dual-core redundant system. Such typical traditional network architecture is shown in the following
figure. The redundant network architecture increases the complexity of network design and operations, while the
enormous standby links also reduce the utilization ratio of network resources and decrease the rate of return on
investment.
VSU (Virtual Switching Unit) is a common network virtualization technology combining two switches into a single virtual

switch, thus reducing the complexity of network and enhancing the utilization ratio of network resources.

Simplify the network topology and make the best of bandwidth

el

Distribution : T =
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Access
> @ <
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MSTP+VRRP : Complicate configuration and maintainance . Block link exists and

can’'t make the most of bandwidth

VSU : Simple configuration and maintaincance , associate with aggregate ports

to make the best of bandwidth

Role of Chassis:
Each switch in a VSU are called VSU member and there're three VSU roles for VSU member based on different
features:
1) Active: The active chassis controls the entire VSU system
2) Standby: The standby chassis take charge of the control if the main chassis fails

VSU Domain ID:
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VSU Domain ID ranges from 1 to 255, and the default value is 100. Only VSU members with the same Domain ID can
establish a VSU.

VSU Chassis ID:
The value of Chassis id can be 1 or 2.The default value is 1.
In standalone mode, port number takes 2-dimension format (for example, GigabitEthernet 2/3); In VSU mode, port
number takes 3-dimension format (for example, GigabitEthernet 1/2/3).
The first number (GigabitEthernet1/2/3) indicates the chassis ID and the last two numbers (GigabitEthernet1/2/3)
indicate the slot number and port number. So chassis ID of each VSU member must be different.
In addition, if two VSU chassises have the same chassis ID, VSU system recalculates a new chassis ID for them.

VSU Chassis Priority:
The value of chassis priority ranges from 1 to 255, and the default value is 100. A higher priority indicates a higher
priority to become the active chassis.
In addition, chassis priority consists of configuring priority and running priority. Running priority doesn't change when
administrator changes the configuring priority when VSU is running .Running priority changes when administrator saves
configuration and reloads the VSU.

VSL
Since two chassis jointly forms a network entity in VSU system, they need to share control information and partial data
streams. VSL (Virtual switching link) is a special link between two chassis for transmitting control information and data
streams
The VSL acts as an aggregation port. Ilts member port count is unlimited, and these member ports can reside on line
cards in different slots. For the VSLtransferred traffic, load balancing is performed among these member ports according
to the traffic balancing algorithm.
Currently, 10-GB or 40-GB ports can become member ports of the VSL, while 1-GB ports cannot. Besides, a line card
can hold physical member ports of the VSL as well as common data service ports.

VSL Interruption:

As figure shown below, VSL Interruption occurs when the VSL fails and both VSU members disconnect

VSuU
switch 1 switch2 switch 1 switch2

VSU Combination:

As figure shown below, VSU Combination occurs when both VSU members with the same Domain ID establish a VSU



switch 1 switch2 switch 1 switch2

Swtich Working Mode:

Switch working mode includes: standalone mode and VSU mode, and the default mode is standalone mode

VSU VSL Connection medium:
Different switch varies.

For example, you can only configure VSL on S8600E series switches on 10G/40G optical ports.

VSL Detection:
VSL detection starts to detect peer chassis once VSU members boot and after VSL links come up, Topology Discovery
begins.

Topology Discovery:
VSU members acquire global VSU network topology by flooding VSU hello packets through VSL. VSU Hello packets
carry topology information including chassis ID, priority, MAC, VSL port etc.
VSU Role Election starts when Topology Discovery completes.

VSU Role Election:
The active chassis election mechanism operates as below:
Current host first
The higher priority first
The lower MAC address first
The slave chassis election mechanism is as follows:
The nearest to main first
The higher priority first
The lower MAC address first
After finishing election, active chassis floods Convergence packets to the overall VSU, then VSU establishment
completes.

Dual Active Detection:

When VSL is disconnected, the slave chassis will be switched to main chassis. If the former main chassis is still
running, then the existing two chassis will both become the main chassis. Since the configurations are completely same,
a series of problems such IP address conflict will arise in the LAN. VSU must detect dual main chassis and take

restoration measures.
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Dual-main-chassis
detection link

~
Slave
> Main >

VSL link

As shown in the figure above, when deploying the VSU system, you need to configure an independent physical link
between chassis in addition to the VSL. The physical link is sued to transfer dual-main-chassis packets when the VSL is
disconnected. It is called dual-main-chassis detection link. Ports connecting this link can be used to transfer only dual-
main-chassis detection packets. You can run a CLI command to specify certain ports as the dual-main-chassis detection
ports.

After dual main chassis are detected, generally, one chassis enters the recovery mode to avoid network abnormity.
The VSU system supports the Bidirectional Forwarding Detection (BFD) and AP-based detection.
1) BFD based Detection: A port of BFD for dual main chassis must be a L3 physical port. Ports of other modes will not
do. When you transform the port of BFD for dual main chassis from a L3 port into a port of other modes, the
detection is automatically cleared and a prompt is displayed. Here, the extended BFD is used. That is, existing

BFD configuration and display commands cannot be used to configure dual-main-chassis detection ports.

VsuU

BFD based detection

2) AP based Detection: The AP-based mechanism of detecting dual main chassis is similar as that based on BFD.
When the VSL is disconnected and two main chassis occur, the two main chassis send private protocol packets to
each other for detecting dual main chassis. The difference from BFD based detection is AP-based Detection
configures on the AP links between VSU and one relay equipment as figure shown below, and this relay

equipment shall support forward private detection packets.
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AP based detection

Recovery mode:

When the main chassis is in the recovery mode, all services ports except the following ports must be disabled:

VSL port: when the main chassis in the recovery mode detects that the VSL is UP again, the chassis resets itself,
and joins the VSU system in the hot standby mode, becoming the new slave chassis.

MGMT port: You can use this port to perform remote management no matter the main chassis is in the recovery
mode or not.

Exception port: You can specify certain ports as exception ports, which will not be disabled when the main chassis
enters the recovery mode. Exception port: You can specify certain ports as exception ports, which will not be disabled
when the main chassis enters the recovery mode. To configure exception ports, run the dual-active exclude interface
interface-name command.

In the dual-main-chassis mode or when a main chassis enters the recovery mode, the simplest recovery
Solution is to reconnect the VSL. If VSL is not reconnected, but the main chassis in the recovery mode is manually

restarted, the system enters dual-main-chassis state again when after the restart succeeds.

2.8.1.1 Configuring basic VSU

1. Configuring active and standby VSU members

Active switch:

Switch1# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.
Switch1(config)# switch virtual domain 1
Switch1(config-vs-domain)# switch 1

Switch1(config-vs-domain)# switch 1 priority 200  ------ >Priority is 100 by default , switch with the higher priority

becomes the active chassis

Switch1(config-vs-domain)# exit

3-80



RG-Switch Implementation Cookbook V1.2 Configuration Guide

Switchl(config)# vsl-aggregateport1 ~ ------ >VSL is the heartbeat and traffic channel between 2 VSU

members. You must configure at least 2 pair of VSL
Switch1(config-vsl-ap-1)# port-member interface TenGigabitEthernet 2/1
Switch1(config-vsl-ap-1)# port-member interface TenGigabitEthernet 2/2

Switch1(config-vsl-ap-1)# exit

Standby switch:

Switch2# configure terminal

Enter configuration commands, one per line. End with CNTL/Z.

Switch2(config)# switch virtual domain 1~ ------ >domain ID must be the same to that of active chassis
Switch2(config-vs-domain)# switch 2 ~ ------ >switch ID must be different from that of active chassis
Switch2(config-vs-domain)# switch 2 priority 150

Switch2(config-vs-domain)# exit

Switch2(config)# vsl-aggregateport 1

Switch2(config-vsl-ap-1)# port-member interface TenGigabitEthernet 2/1

Switch2(config-vsl-ap-1)# port-member interface TenGigabitEthernet 2/2

Switch2(config-vsl-ap-1)# exit

Note: The extension card, M5000H-01QXS of S57H, is the VSU extension module. After the module is installed and

connected, the VSU configuration can be carried out without the need for VSL link configuration.

2. Connect VSL cable and confirm that links come up
3. Save configuration and convert both VSU members to virtual mode at the same time

Active switch

Switch1# wr

Switch1# switch convert mode virtual =~ ------ >convert switch working mode from standalone mode to virtual mode
Are you sure to convert switch to virtual mode[yes/no]: yes

Do you want to recovery“config.text’from“virtual_switch.text’[yes/no]: no

Standby switch

Switch2# wr

Switch2# switch convert mode virtual

Are you sure to convert switch to virtual mode[yes/no]: yes

Do you want to recovery“config.text’from*“virtual_switch.text’[yes/no]: no
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Both VSU members reloads automatically

Attention: Be patient and it costs about 10 minutes to finish building VSU.

System prints logs continuously during next 10 minutes as below if VSL links failed or peer switch doesn't reload yet:
*Aug 6 13:17:17: %VSU-5-RRP_TOPO_INIT: Topology initializing, please wait for a moment

*Aug 6 13:18:17: %VSU-5-RRP_TOPO_INIT: Topology initializing, please wait for a moment.

4. Verification
1. When VSU completes, you can manage VSU on active chassis.
2. You can identify the active switch by viewing the Primary LED on the front main board which is solid green
3. When VSU completes, you can no longer manage VSU on standby chassis through console port by default.

Ruijie# show switch virtual

Switch_id Domain_id Priority Position Status Role
1(2) 1(2) 200(200) LOCAL OK ACTIVE ------ >active
2(2) 1(1) 150(150) REMOTE  OK STANDBY------>standby

Ruijie#sh version slot

Dev Slot Port Configured Module Online Module Software Status

1 1 48 V8600_IU_GT48P V8600_IU_GT48P ok

1 2 48 V8600_IU_GT24/GE20/10GE4 V8600_IU_GT24/GE20/10GE4 ok

1 3 48 V8600_IU_GE44/10GE4 V8600 _IU_GE44/10GE4 ok

1 M1 O N/A V8600 _CU backup

1 M2 O N/A V8600 _CU candidate
2 1 48 V8600_IU_GE44/10GE4F none none

2 2 0 none none none

2 3 48 V8600_IU_GT24/GE20/10GE4 V8600_IU_GT24/GE20/10GE4 ok

2 4 48 V8600_IU_GT24/GE20/10GE4 V8600_IU_GT24/GE20/10GE4 ok

2 5 0 none none none
2 M1 O N/A V8600 CU master
2 M2 O N/A V8600 _CU candidate
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2.8.1.2 Configuring VSU optimization

Overview

1. When VSL is disconnected, the standby chassis will be switched to active chassis. If the former active chassis is still
running, then the existing two chassis will both become the active chassis. Since the configurations are completely
same, a series of problems such IP address conflict will arise in the LAN. VSU must detect dual-active chassis and take

restoration measures.

2. After enable dual-active detection , system detects dual-active via control packets between BFD dedicated link and puts
one chassis which has lower priority into recovery mode ,all port ,except for VSL port, MGMT port and exception port
that administrator specifies (reserved for telnet), are mandatory shutdown

When dual-active occurs, dual-active detection ensures the stability and high availability of your network. (you must use
redundant connection to connect other switches to VSU . In addition, you must connect one link to the active chassis, the

other to standby chassis)

I. Configuration Steps
1. Configuring Dual-active Detections
Ruijie(config)# interface gi2/4/2
Ruijie(config-if)# no switchport ------ >BFD detection must be applid on a Layer 3 port
Ruijie(config-if)# exit
Ruijie(config)# interface gil/4/2
Ruijie(config-if)# no switchport

Ruijie (config-if)# exit

Ruijie (config)# switch virtual domain 1
Ruijie(config-vs-domain)# dual-active detection bfd ------ >enable BFD feature

Ruijie(config-vs-domain)# dual-active pair interface gil/4/2 interface gi2/4/2 ~ ------ >configure a pair of BFD

detection ports
Ruijie(config-vs-domain)# dual-active exclude interface ten1/1/2  ------ >configure the exception port

Ruijie(config-vs-domain)# dual-active exclude interface ten2/1/2

2.8.1.3 Configuring AP in VSU

Overview
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Inter-chassis aggregate port (AP) group includes member ports of two VSU chassis. Inter-chassis AP can connect to all
devices (such as server, switch and router) supporting port aggregation function.

Inter-chassis AP allows load balancing of inter-chassis data streams. For example, when data streams enter from main
chassis into VSU system, VSU will give preference to member ports located in the main chassis. This feature
guarantees that some unnecessary data streams are not transmitted over VSL, thus reducing the load pressure of VSL.

The following figure shows the typical application of AP in a VSU.
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I. Configuration Steps

1. Configuring layer 3 AP on VSU:
Ruijie(config)#interface aggregateport 2
Ruijie(config-if-AggregatePort 2)#no switchport
Ruijie(config-if-AggregatePort 2)#description link-to-xxxx
Ruijie(config-if-AggregatePort 2)#ip add 172.16.1.6 255.255.255.252
Ruijie(config-if-AggregatePort 2)#exit
Ruijie(config)#interface ten 1/3/1
Ruijie(config-if-TengabitEthernet 1/3/1)#no switchport
Ruijie(config-if-TengabitEthernet 1/3/1)#description linktoyyyy
Ruijie(config-if-TengabitEthernet 1/3/1)#port-group 2
Ruijie(config-if-TengabitEthernet 1/3/1)#exit
Ruijie(config)#interface ten 2/3/1
Ruijie(config-if-TengabitEthernet 2/3/1)#no switchport

Ruijie(config-if-TengabitEthernet 2/3/1)#description link-to-yyyy
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Ruijie(config-if-TengabitEthernet 2/3/1)#port-group 2

Ruijie(config-if-TengabitEthernet 2/3/1)#exit

2. Configuring layer 2 AP on VSU:
Ruijie(config)#interface aggregateport 4
Ruijie(config-if-AggregatePort 4)#switchport mode trunk

Ruijie(config-if-AggregatePort 4)#switchport trunk allowed vlan remove xxxx ----- >prune trunk port based on

requirement

Ruijie(config-if-AggregatePort 4)#description linktoxxxx
Ruijie(config-if-AggregatePort 4)#exit

Ruijie(config)#interface gigabitEthernet 1/4/1
Ruijie(config-if-GigabitEthernet 1/4/1)#port-group 4
Ruijie(config-if-GigabitEthernet 1/4/1)#description link-to-yyyy
Ruijie(config-if-GigabitEthernet 1/4/1)#exit
Ruijie(config)#interface gigabitEthernet 2/4/1
Ruijie(config-if-GigabitEthernet 2/4/1)#port-group 4
Ruijie(config-if-GigabitEthernet 2/4/1)#description link-to-yyyy

Ruijie(config-if-GigabitEthernet 2/4/1)#exit

2.8.1.4 Verifying VSU

Verification Items Description Expected interrupt time | Result

. Plug and unplug 4P cable Mandatory in 23
Livks recundancy Flug and unplug BCHF/Reuting cable Mandatory in 25
Hot-plugzing Dual-Nanagement hoards -

in ¢ne chassis of the VS0 Systen

. Switch over main and slave chassises
T3l svitchover o .
by executing “redundancy in 25
forceswitch’

Power off VST main/slave chassis Nandatory in 28
[ual-active Mnplug all V5L links Nandatory in 25

2.8.1.5 VSL Limitation

1. Chassis, Supervisor Engines, and Line Cards of the RG-S8600/RG-S12000 Series Switches Used for VSUs

Hardware  Quantity Requirement
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Chassis

Supervisor
Engine

Line card

2

2-4

At least one
line card for
each chassis

Only chassis of the RG-S8600 series (RG-S8606, RG-S8606B, RG-S8610, and RG-S8614) and
RG-S12000 series (RG-S120061 and RGS12010l) can be used to build Virtual Switching Units
(VSUs).

The compatibility rules for building VSUs are as follows:

Only products of the same series can be used to build VSUs. That is, the RG-S8600 chassis can
be used to build a VSU only with the chassis of the RG-S8600 series.

The RG-S12000 chassis can be used to build a VSU only with the chassis of the S12000 series,
and the chassis of the RG-S8600 series cannot be used to build VSUs with the chassis of the
RG-S12000 series.

Chassis of different models of in the same series can be used to build VSUs (In
RG0S10.4(3b17)p7, the RG-S8606/RG-S8610 cannot be used to build VSUs with the RG-
S8614). For example, the RG-S8606 chassis and the RG-S8610 chassis can be used to build a
VSU, and the RG-S12006 | chassis and the RG-S12010 | chassis can be also used to build a
VSU.

Each chassis supports a maximum of two Supervisor Engines, and the types of the Supervisor
Engines in each chassis must be the same.

Supervisor Engines of different chassis should meet the following rues:

The M8606-CM I, M8610-CM II, and M8614-CM Il Supervisor Engines can be used together to
build VSUs.

The M8606-CM Il and M8610-CM III Supervisor Engines can be used together to build VSUs.
The M8606-CM Il LITE and M8610-CM Il LITE Supervisor Engines can be used together to build
VSUs.

The M12000-CM Supervisor Engines can be used together to build VSUs.

The M12000-CM III Supervisor Engines can be used together to build VSUs.

In RGOS10.4(3b17)P7, the CM Il Supervisor Engine of the RG-S8606/RG-S8610 can be used
to build VSUs with the CM Il Supervisor Engine.

Except the compatibility rules above, any combination of other Supervisor Engines is
incompatible.

Each chassis contains at least one line card. This line card provides at least one 10G port or 40G
port for connecting to a Virtual Switching Link (VSL) of the VSU. For VSL requirements, see
"Hardware Requirements of VSLs of the RG-S8600 Series Switches Used for VSUs" and
"Hardware Requirements of VSLs of the RG-S12000 Series Switches Used for VSUs."

2. Hardware Requirements of VSLs of the RG-S8600 Series Switches Used for VSUs

Only the M8600-VSU-02XFP dedicated line cards can be used to build VSUs running the RGOS earlier than RGOS10.4(3),
and each chassis supports only one such line card. This restriction is removed since RGOS10.4(3b17), but the VSL member

ports of the RG-S8600 series switches are subject to the following constraints:

(1) The two 10G ports on the M8600-VSU-02XFP dedicated line card can be used only as VSL member ports and cannot be

used as common ports.

(2) Any 10G port on the M8600-04XFP-EC and M8600-02XFP24SFP/12GT-EC line cards can be specified as a VSL member

port.
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(3) Any 10G port or 40G port on the M8600-16XS-DA and M8600-04QXS-DA line cards can be specified as a VSL member
port.

(4) VSLs allow using the DA card, EC card, and VSU to build VSUs only with the DA card, EC card, and VSU card respectively.
The DA card cannot be used to build VSUs with other types of cards such as the EC card.

(5) VSL ports support only the effective maximum port rate but not port rate adaptation. For example, a 10G port can use only
10G optical modules for networking and cannot use GE optical modules to build VSLs via port adaptation. A 10G port split from
a 40G port cannot be configured as a VSL member port.

The connection mode between VSL member ports of two chassis is as follows:

(1) Use the XFP (or SFP+) module and optical fibers or copper cables for connecting 10G ports.
(2) Use the QXFP module and optical fibers or copper cables for connecting 40G ports.

(3) A 10G port and a 40G port cannot be connected.

(4) A 40G port cannot be split into multiple 10G ports for VSL interconnection.

3. Hardware Requirements of VSLs of the RG-S12000 Series Switches Used for VSUs

(1) For the RG-S12000 series, 10G ports or 40G ports on any line card can be configured as VSL member ports. When ports
on the M12000-16XS-DA or M12000-48XS-DA line card are configured as VSL member ports, the ports must be added to or
removed from a VSL Aggregate Port (AP) in quadruplets. For example, when port 1 is configured as a VSL member port, ports
2, 3, and 4 are automatically configured as VSL member ports. These ports cannot be used as common 10G ports.

(2) VSL ports support only the effective maximum port rate but not port rate adaptation. For example, a 10G port can use only
10G optical modules for networking and cannot use GE optical modules to build VSLs via port adaptation. A 10G port split from

a 40G port cannot be configured as a VSL member port.

The connection mode between VSL member ports of two chassis is as follows:

(1) Use the XFP (or SFP+) module and optical fibers or copper cables for connecting 10G ports.
(2) Use the QXFP module and optical fibers or copper cables for connecting 40G ports.

(3) A 10G port and a 40G port cannot be connected.

(4) A 40G port cannot be split into multiple 10G ports for VSL interconnection.

2.8.1.6 VSU Configuration of Chassis-type Switches (Applicable to RGOS11.X Software
Platform)

2.8.1.6.1 VSL Limitation

1. Chassis, Supervisor Engines, and Line Cards of the RG-S7800E/RG-S8600E/RG-N18000 Series Switches Used for
VSUs

Hardware Requirement
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Chassis

Supervisor Engine

VSL

Dual-active detection
port

The chassis of the RG-N18000, RG-S8600E, and RG-S7800E series can be used to build VSUSs.
The compatibility rules for building VSUs are as follows:

(1) Only products of the same series can be used to build VSUSs, that is, the RG-N18000 chassis
can be used to build a VSU only with the RG-N18000 chassis. The products of the same series
are listed as follows:

(a) Chassis of the RG-S8600E series: RG-S8605E, RG-S8607E, and RG-S8610E

(b) Chassis of the RG-N18000 series: RG-N18010 and RG-N18014

(c) Chassis of the RG-7800E series: RG-S7805E, RG-S7807E, and RG-S7810E

(2) Chassis of different models in the same series can be used to build VSUs, but Supervisor
Engines in the chassis must be of the same type. For example, the RG-N18010 chassis using the
CM Supervisor Engine can be used to build a VSU with the RG-N18014 chassis using the CM
Supervisor Engine.

Each chassis supports a maximum of two Supervisor Engines, and the types of the Supervisor
Engines in each chassis must be the same. Supervisor Engines used for VSUs should meet the
following compatibility rues:

The M8600E-CM and M8600E-CM Supervisor Engines can be used together to build VSUs.

The M18010-CM and M18010-CM Supervisor Engines can be used together to build VSUs.

The M18010-CM Il and M18010-CM Il Supervisor Engines can be used together to build VSUs.
The M18010-CM Il and M18010-CM Il Supervisor Engines can be used together to build VSUs.
The M18014-CM Il and M18014-CM Il Supervisor Engines can be used together to build VSUs.
The M18010-CM and M18014-CM Supervisor Engines can be used together to build VSUs.

The M18010-CM|| and M18014-CM)|| Supervisor Engines can be used together to build VSUs.
The M7800E-CM and M7800E-CM Supervisor Engines can be used together to build VSUs.
Except the compatibility rules above, any combination of other Supervisor Engines is incompatible.
(1) At least one 10G port or 40G port needs to be configured as a VSL member port, and both 10G
and 40G ports can be used as VSL member ports (VSL ports support only the effective maximum
port rate but not port rate adaptation. For example, a 10G port can use only 10G optical modules
for networking and cannot use GE optical modules to build VSLs via port adaptation).

(2) The four 10G ports split from a 40G port cannot be configured as VSL member ports.

(3) Two VSLs are required and need to be configured on different line cards.

(4) Difference from the device running the RGOS 10.X software platform: When VSL ports are
configured on the RG-S7800E, RG-S8600E, and RG-N18000 series switches, no VSL AP needs
to be configured, and a VSL AP is automatically negotiated.

(1) An electrical port, SFP port, 100M port, GE port, and 10G port all can be configured as detection
ports.

(2) Dual-active detection can be performed via a BFD port or an AP. The BFD port must be a L3
port and an AP can be a L3 port or L2 port.

(3) Difference from the device running the RGOS 10.X software platform: The MAD detection
mode of the RGOS 3B17 is the AP-based detection mode of the RGOS 11.X. The configuration

command is dual-active in.
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Line card The ED, DB, and EF cards can be used in any combination to build VSUs but a CB card can be
used to build a VSU only with another CB card.
The constraints of the DA cards used in the RG-S12000 running RGOS 10.x are removed from
the device running RGOS 11.x, and in RGOS 11.x, it is unnecessary to add a group of ports to or

remove a group of ports from a VSL port at the same time.

4.2.2 Reliability

4.2.2.1 RNS & Track

Application Scenario

The Ruijie Network Service (RNS) & track function is usually used in combination with the PBR or Virtual Router Redundancy
Protocol (VRRP) technology. It detects whether the link of interest is faulty (for example, whether the next hop IP address of a
policy-based route is reachable and whether the uplink of the VRRP master device malfunctions), so as to invalidate the policy-
based route or switch the policy-based route to another hop and perform a VRRP active/standby switchover when detecting a
fault. The fast link detection or next hop IP reachability mechanism of the RNS & track can automatically perceive faults and
perform switching, thereby ensuring network reliability and service continuity.

Function Description

RNS detects whether response packets from the peer device are received, to monitor the integrity of the end-to-end connection.
Based on detection results of the RNS, users can diagnose and pinpoint network faults. Ruijie currently has implemented two
types of detection protocols: ICMP echo and DNS.

Track: Some application modules need to track the interface link status or network reachability in a timely manner, to improve
communication reliability. The track module is added between the monitoring module used for detecting the interface link status
and network reachability and the application module, to shield the difference between different monitoring modules and simplify
the processing of application modules. One track object can be used to track whether an IP address is reachable or whether
an interface is up. The track function separates an object to be tracked and modules that are interested in the status of the
object, such as the PBR and VRRP modules. When the status of a track object changes, the track module can take different
actions, for example, invalidate the policy-based route or switch the policy-based route to a different hop and perform a VRRP
active/standby switchover.

The cooperation logic between the RNS and track is as follows:

An RNS object is first configured. The object selects ICMP echo packets or DNS packets for periodical detection based on the
packet support conditions of devices at both ends of a link. Then, a track object is created to track the status of the RNS object.
If a response to a packet sent by the RNS object is received, the track object is in the up state. Otherwise, the track object is

in the down state.

The track object associated with actual functional modules such as the PBR and VRRP modules, detects whether the link of
interest is faulty so as to invalidate the policy-based route or switch the policy-based route to another hop and perform a VRRP
active/standby switchover if the link is faulty.

Networking Requirements

1. The figure below shows a common network topology for financial customers.
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2. The egress of the customer network has two MSTP lines.
3. The customer desires to implement the following requirements by using PBR:

(a) The next hop address of the traffic from 1.1.1.1 to 6.6.6.6 is 23.2.2.3, that is, RSR50-40 in the topology shown in the figure
below.

(b) The next hop address of the traffic from 11.11.11.11 to 6.6.6.6 is 24.2.2.4, that is, RSR50-20 in the topology shown in the

figure below.

(c) After the link of the gateway with the next hop address 23.2.2.3 is down, it is required that the next hop of traffic originating
from 1.1.1.1t0 11.11.11.11 pass through 24.2.2.4; in addition, after the link of the gateway with the next hop address 24.2.2.4
is down, it is required that the next hop of traffic originating from 1.1.1.1 to 11.11.11.11 pass through 23.2.2.3, to implement
PBR mutual backup.

Network Topology

Test IP: 6.6.6./32

RSR50-40

23.2.2.X/24

Outside
\ 1Gi0/0 Inside
Description: 1
1. In normal cases, the traffic from 1.1.1.1 to 12.1.1.x/32

6.6.6.6 goes through the RSR50-40 (marked
by the green arrow) and the traffic from
11.11.11.11 to 6.6.6.6 goes through the a
RSR50-20 (marked by the blue arrow). q NPE50-20
2. PBR mutual backup needs to be
implemented.

Configuration Steps
Step1l  Define an RNS object.
RSR50-80(config)#ip rns 10

RSR50-80(config-ip-rns-icmp-echo)# icmp-echo 23.2.2.3
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RSR50-80(config-ip-rns-icmp-echo)#timeout 2000
RSR50-80(config-ip-rns-icmp-echo)#frequency 3000
RSR50-80(config)#ip rns 20
RSR50-80(config-ip-rns-icmp-echo)# icmp-echo 24.2.2.4
RSR50-80(config-ip-rns-icmp-echo)#timeout 2000

RSR50-80(config-ip-rns-icmp-echo)#frequency 3000  ----- Configure an RNS object to send one ICMP packet
at an interval of 1s and consider that the query fails if no response is received within 2s.

Note: By default, the RNS object sends an ICMP packet at an interval of 60 seconds. If no response is received within 5s, it is

considered that the query fails.

It is recommended to modify the default timer in live network implementation. Otherwise, the switching time will be excessively

long.

Timeout time and frequency are measured by milliseconds. Do not set the frequency to a large value. Otherwise, the CPU

usage of the device may be excessively high.

Step2  Configure a track object to track the RNS object.
track 10 rns 10
track 20 rns 20

Note: The track object calls the serial number of the RNS object for tracking.

Step 3  Configure the PBR function and call the track object.

ip access-list extended 101

10 permit ip host 1.1.1.1 host 6.6.6.6
ip access-list extended 102

10 permit ip host 11.11.11.11 host 6.6.6.6
route-map C permit 10

match ip address 101

set ip next-hop verify-availability 23.2.2.3 track 10

set ip next-hop verify-availability 24.2.2.4 track 20
route-map C permit 20

match ip address 102

set ip next-hop verify-availability 24.2.2.4 track 20

set ip next-hop verify-availability 23.2.2.3 track 10



Step4  Enable an interface to call the PBR.
RSR50-80(config)#int gi0/0

RSR50-80(config-GigabitEthernet 0/0)#ip policy route-map C

Function Verification
1. When the two egresses are normal, the test results are follows:

When the device with the source IP address 1.1.1.1 accesses 6.6.6.6, the traffic goes through the next hop address 23.2.2.3.

Therefore, the requirement is met.
NPES0-20#traceroute 6.6.6.6 sou 1.1.1.1
< press Ctrl+C to break >
Tracing the route to 6.6.6.6

1 12.1.1.2 0 msec 0 msec 0 msec

2 23.2.2.3 0 msec 0 msec 0 msec

3 6.6.6.6 0 msec 0 msec 0 msec

When the device with the source IP address 11.11.11.11 accesses 6.6.6.6, the traffic goes through the next hop address

24.2.2.4. Therefore, the requirement is met.
NPES50-20#traceroute 6.6.6.6 sou 11.11.11.11
< press Ctrl+C to break >
Tracing the route to 6.6.6.6

1 12.1.1.2 0 msec 0 msec 0 msec

2 24.2.2.4 0 msec 0 msec 0 msec

3 6.6.6.6 0 msec 0 msec 0 msec

2. Assume that the MSTP line at the egress of the RSR50-20 is faulty. The test results are as follows:

When the device with the source IP address 1.1.1.1 accesses 6.6.6.6, the traffic goes through the next hop address 23.2.2.3.

Therefore, the requirement is met.

NPE5S0-20#traceroute 6.6.6.6 sou 1.1.1.1



< press Ctrl+C to break >
Tracing the route to 6.6.6.6

1 12.1.1.2 0 msec 0 msec 0 msec

2 23.2.2.3 0 msec 0 msec 0 msec

3 *6.6.6.6 0 msec 0 msec

When the device with the source IP address 11.11.11.11 accesses 6.6.6.6, the RNS object can detect that the interface address
24.2.2.4 is unreachable and performs line switching, because the line is faulty but the interface connected to the router is still
up. The test result shows that traffic goes through the next hop address 23.2.2.3. Therefore, the requirement is met.

NPES50-20#traceroute 6.6.6.6 sou 11.11.11.11
< press Ctrl+C to break >
Tracing the route to 6.6.6.6

1 12.1.1.2 0 msec 0 msec 0 msec

2 23.2.2.3 0 msec 0 msec 0 msec

3 6.6.6.6 0 msec 0 msec 0 msec

3. Assume that the MSTP line at the egress of the RSR50-20 is faulty. The test results are as follows:

When the device with the source IP address 1.1.1.1 accesses 6.6.6.6, the RNS object can detect that the interface address
23.2.2.3 is unreachable and performs line switching, because the line is faulty but the interface connected to the router is still
up. The test result shows that traffic goes through the next hop address 24.2.2.4. Therefore, the requirement is met.

NPES5S0-20#traceroute 6.6.6.6 sou 1.1.1.1
< press Citrl+C to break >
Tracing the route to 6.6.6.6

1 12.1.1.2 0 msec 0 msec 0 msec

2 24.2.2.4 0 msec 0 msec 0 msec

3 6.6.6.6 0 msec 0 msec 0 msec
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When the device with the source IP address 11.11.11.11 accesses 6.6.6.6, the traffic goes through the next hop address

24.2.2.4. Therefore, the requirement is met.
NPES0-20#traceroute 6.6.6.6 sou 11.11.11.11
< press Ctrl+C to break >
Tracing the route to 6.6.6.6

1 12.1.1.2 0 msec 0 msec 0 msec

2 24.2.2.4 0 msec 0 msec 0 msec

3 6.6.6.6 0 msec 0 msec 0 msec

4.2.2.2 NLB Group

Application Scenario

When two Windows 2003 servers or two Windows 2008 servers are deployed on a network and a Network Load Balancing
(NLB) cluster needs to be configured between them, if the two servers are directly connected to a core switch (serving as the
gateway) such as the RG-N18010, the NLB group function needs to be configured on the core switch; if the two servers are
connected to the access switch and the access switch is connected to the uplink core switch (serving as the gateway) such as
the RG-N18010 on a single link, the NLB group function does not need to be configured on the access switch or core switch
and data is broadcast and forwarded by the access switch. If this access switch serves only the two servers in the NLB cluster,
the impact is minor and therefore the NLB group does not need to be configured for the switch.

Function Description

NLBNLB is a load balancing technology provided by Microsoft for all Windows 2000 Server and Windows Server 2003 OSs.
NLB uses a distribution algorithm to evenly distribute load to multiple hosts, to provide availability and scalability for IP-based
key services (such as Web, FTP, firewall, proxy, Virtual Private Network (VPN), and Internet server applications of other key
task servers). The server reliability and scalable performance provided by a single computer running a Windows OS are limited.
If two or more PC resources running the same product in the Windows Server 2003 family form a cluster, NLB can provide the
performance and reliability required for the Web server and other key task servers.

VRF

A Virtual Routing and Forwarding (VRF) instance is the Virtual Private Network (VPN) to which a cluster belongs on a device.
One VPN is the site set of shared routes. The VPN routing table is also called VRF table (required only when NLB needs to be

deployed inside VRF instances).
NLB address
An NLB address is the cluster IP address. NLB allows all computers in a cluster to use the same IP address.

Reflector port
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To implement the cluster service, the device sends cluster IP packets to all computers in the cluster through a reflector port. A
reflector port can only be a L2 switching port (a L2 AP cannot be configured as a reflector port) and no configuration is allowed

on the reflector port.
Destination port
A destination port is a port to which packets are to be sent (that is, the port for connection between the cluster and device).

Note: The cluster server communicates with the switch through an SVI but not a routed port.

NLB cluster

= = NLB interaction = =
Master server Slave server
192.168.1.8 192.168.1.9

Cluster IP: 192.168.1.10

Gi0il @GL 012
SVI100 : VRF-rgac

IP-192.168.1.1

User
192.168.4.21

The work principle of the cluster service is described as follows:
Step 1: A user sends an IP packet (the destination IP address of the packet is the cluster IP address 192.168.1.10).
Step 2: The IP packet reaches the core switch via route addressing.

Step 3A: When a reflector port is required, the IP packet enters the core switch through port Gi 2/1 and is reflected to the
reflector port, which forwards the IP packet to the destination ports (ports Gi 1/1 and Gi 1/2).

Note: Reflector ports must be configured on the RG-N18000 series switches.

Step 3B: When no reflector port is required, the IP packet enters the core switch through port Gi 2/1 and is directly routed to
the destination ports (ports Gi 1/1 and Gi 1/2).

Step 4: The master and slave servers in the NLB cluster receive the IP packet.
Networking Requirements
A user PC accesses the NLB cluster servers interacted via NLB through the RG-N18010.

Network Topology
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NLB cluster
NLB
= = = interaction *= =
Master server Slave server
192.168.1.8 192.168.1.9

Cluster IP: 192.168.1.10 \ /
G111 Yend Git2

SVI100 : VRFagac
IP-192.168.1.1

User

192.168.421 Q

Configuration Key Points

The cluster communicates with the device through the SVI but not a routed port. The reason is that only SVIs can
simultaneously transmit the same packet to multiple ports.

VREF is deployed only when NLB is required in VRF scenarios. In non-VRF scenarios, VRF does not need to be configured for
common NLB applications.

Configuration Steps

Configuration of the core switch RG-N18010:

Step1  Configure VLAN 100 and add ports Gi 1/1 and Gi 1/2 to VLAN 100.
Ruijie# config terminal
Ruijie(config)# vlan 100
Ruijie(config-vlan)# exit
Ruijie(config)# interface gigabitethernet 1/1
Ruijie(config-if-GigabitEthernet 1/1)# switchport access vlan 100
Ruijie(config-if-GigabitEthernet 1/1)# exit
Ruijie(config)# interface gigabitethernet 1/2
Ruijie(config-if-GigabitEthernet 1/2)# switchport access vlan 100

Ruijie(config-if-GigabitEthernet 1/2)# exit

Step 2  Configure SVI 100 and allocate the IP address 192.168.1.1 to SVI 100.
Ruijie(config)# interface vlan 100
Ruijie(config-if-VLAN 100)# ip address 192.168.1.1 255.255.255.0

Ruijie(config-if-VLAN 100)# exit
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Step 3  Configure the cluster VRF instance and bind the VRF instance to SVI 100.
Ruijie(config)# ip vrf rgac
Ruijie(config-vrf)# exit
Ruijie(config)# interface vlan 100
Ruijie(config-if-VLAN 100)# description connecting-to-rgac
Ruijie(config-if-VLAN 100)# ip vrf forwarding rgac

% Interface VLAN 100 IP address 192.168.1.1 removed due to enabling VRF rgac  ------ >After the VRF instance is
bound, the original IP address of the interface will become invalid and an IP address needs to be reconfigured.

Ruijie(config-if-VLAN 100)# ip address 192.168.1.1 255.255.255.0

Ruijie(config-if-VLAN 100)# exit

Step 4  Configure the attributes of the cluster and connection ports.

Ruijie(config)# nlb-group 1 vrf rgac ip 192.168.1.10 reflector-port gigabitethernet 1/4

Step 5  Configure the port for connecting cluster 1 and the device.

Ruijie(config)# nlb-group 1 destination-port gigabitethernet 1/1, 1/2

Function Verification
1. Check the status of the current cluster configuration.
Ruijie# show nib-group 1
group-number: 1
destination-port :
GigabitEthernet 1/1
GigabitEthernet 1/2
cluster-vrf: rgac
cluster-ip: 192.168.1.10

reflector-port: GigabitEthernet 1/4

2. Ping 192.168.1.10 from the network. It is found that packets can be captured on the destination ports 1/1 and 1/2.
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2.8.2 1X-Web Authentication

2.8.2.1 Secure Channel, Authentication-Free, and Emergency Channel

Features

Secure channel: Generally, after 1X authentication is deployed, data packets from unauthenticated user ports are discarded.
The secure channel allows user’s access designated websites unauthenticated. It can be deployed to facilitate client distribution,
backdoor reservation for leaders and terminals that do not support authentication (for example, printers and all-purpose

terminals).

Emergency channel: In an 1X authentication scenario with only one Radius server, all users fail to access the Internet once
the Radius server fails, services will be seriously affected. In that case, authentication configuration must be cancelled on all
the ports one by one to recover services. If an emergency channel is deployed, the switch allows users access the Internet

without authentication when authentication fails multiple times or the Radius server is considered dead.

I. Networking Requirements

1. The 1X function is enabled on the core server for resource access authentication on managed users.

2. Authenticated users can access all resources while unauthenticated users can access only certain Intranet resources.
3. Authentication-free access to intranet resources is enabled for some users (PC2).

4. When the active Radius server fails to function normally, user authentication is switched to the backup Radius server. When
both active and standby Radius servers fail, managed users can access resources without authentication (through an

emergency channel).

Il. Network Topology
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IP= 102 168.33.61/24

Radius server
Core Switch

P 19216832161
GW: 162168351

P 192.168.33.244
WY 142.164.53.1

S

1Pz 192168.33.62124

G0/25
Access Switch F:-.. P: 192.168.31.164
' =l G\W= 192.168.331
G0M G2

PC2
IP: 192.168.33.162 1P 192.168.33.163
AT MACCCEARTD MAr: NMa.adcd N6
GW: 192.168.33.1 GW/: 182168331

Ill. Configuration Tips

1. On the core server, enable AAA and configure the Radius server and key associated parameters.

2. On the Radius server, configure the related parameters. (In this example, the SAM is used as the Radius server.)
3. Configure a professional ACL to implement server access before user authentication.

4. The core switch, managed users, and the Radius server can be on different network segments, so long as the core switch
can properly communicate with the Radius server and the clients can reach the controlled ports on the core switch via the

access switch.

5. Configure the parameters for the communication between the switch and the Radius server to deploy an emergency channel.
IV. Configuration Steps
Configure the core server.

1. Basic dotlx configuration
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Ruijie>enable

Ruijie#tconfigure terminal

Ruijie(config)#aaa new-model ~ ------ >trun on aaa switch

Ruijie(config)#radius-server host 192.168.33.244  ------ >configure radius server

Ruijie(config)#radius-server host 192.168.33.245  ------ >configure backup radius server
Ruijie(config)#radius-server key ruijie ~ ------ >configure radius key

Ruijie(config)#aaa authentication dot1x ruijie group radius none ------ > Define an IEEE802.1x authentication
method list.

Ruijie(config)#aaa accounting network ruijie start-stop group radius ~ ------ > Define the AAA network accounting
method list.

Ruijie(config)#aaa accounting update periodic 15  ------ > Set the account update function.
Ruijie(config)#dotlx authentication ruijie ~  ------ > 802.1X to select the authentication method list
Ruijie(config)#dotlx accounting ruijie ~ --—---- > 802.1X to select the accounting method list

Ruijie(config)#interface gigabitEthernet 1/2

Ruijie(config-if-GigabitEthernet 1/2)#switchport mode trunk

Ruijie(config-if-GigabitEthernet 1/2)#dotlx port-control auto - > Enable 802.1X authentication on the
interface
Ruijie(config-if-GigabitEthernet 1/2)#ip add 192.168.33.161 255.255.255.0  ------ > configure switch ip address

Ruijie(config-if-GigabitEthernet 1/2)#end

Ruijiefwrite  ------ > save configuration

2. Enable the secure channel function
Ruijie(config)#expert access-list extended ruijie
Ruijie(config-exp-nacl)#permit arp any any any any any  ------ >make the ip and arp packets free authentication

Ruijie(config-exp-nacl)#permit ip any any host 192.168.33.61 any ------ > To allow access to the home page of the

site before authentication

Ruijie(config-exp-nacl)#permit ip any any host 192.168.33.62 any ------ > To allow access to the home page of the

site before authentication

Ruijie(config-exp-nacl)#permit ip any any host 192.168.33.244 any ------ > To allow access to the home page of the

site before authentication

Ruijie(config-exp-nacl)#permit host 192.168.33.163 host 001a.a9c4.062f any any ------ > This host implements

authentication free
Ruijie(config-exp-nacl)#exit

Ruijie(config)#security global access-group ruijie



1x free authentication description

There are two ways to achieve user authentication: (1) configure the security channel to put the IP or MAC address;
2, configure the free VLAN authentication will be the corresponding VLAN users free of authentication

Plan 1: Configure security channel, there are three methods:

Method 1: permit host ip address

expert access-list extended nolx

10 permit arp any any any any any

20 permitip host 192.168.1.23 any anyany = ------- >permit host ip address

security global access-group nolx

method 2: permit host mac address

expert access-list extended nolx

10 permit arp any any any any any

30 permit ip any host 0010.123c.513d any any =~ ------- >permit hots mac address

security global access-group nolx

method 3: permit ip+mac

expert access-list extended nolx

10 permit arp any any any any any

40 permitip host 192.168.1.23 host 0010.123c.513d any any = ------- >permit ip and mac address

security global access-group nolx

Plan 2: Configure direct-vlan

Configuration command: direct-vlan 1-20// direct-vlan can take effect on both 1x authentication and web
authentication

Notes:

If the secure channel (in priority over 1x authentication) is enabled, user ARP packets must be allowed to pass. In this way,
users can communicate with the gateway. As the secure channel has higher priority, the anti ARP spoofing function will become

invalid.

Solution: Do not permit all ARP packets. Permit only ARP packets destined for the gateway. In this way, ARP check is
implemented and ARP spoofing among users are prevented. However, ARP spoofing is not completely prevented, because

users can still spoof another user on the gateway.



Ruijie(config)#expert access-list extended permitlx
Ruijie(config-exp-nacl)#permit ip any any host 192.168.1.254 any ~  ---—-- > To allow access to the home

page of the site before authentication

Ruijie(config-exp-nacl)#permit arp any any any any any = ------ > Allow ARP message interaction between a user

and a gateway
Ruijie(config)#security global access-group permitlx

Ruijie(config-exp-nacl)#permit arp any any any any host 192.168.33.1

3. You can change the time parameter between the switch and the Radius server to switch the authentication method.
For example, the configuration "aaa authentication dotlx ruijie group radius none" indicates that authentication by
the active Radius server is implemented first, is switched to the backup Radius server if the active Radius server does
not respond in a specified period, and is switched to none authentication mode if both the active and backup Radius

servers fail to respond.

Ruijie(config)#radius-server timeout2 - > Specify the waiting time before the router resend request (2 s
by default)
Ruijie(config)#radius-server retransmit 2~ ------ > Specify the times of sending requests before the router confirms

Radius invalid (3 by default)

Ruijie(config)#radius-server dead-criteria time 6 tries 3~ ------ >define the dead-criteria time and tries of the
server
Ruijie(config)#radius-server deadtime 5~ ------ > Specify the waiting time before the server is considered dead in

case of no response to the request sent by the device (5 minutes by default).

Ruijie(config)#dotlx timeout server-timeout 20

dotlx timeout indicates the timeout period of 1x authentication. The parameter is independent from the Radius timeout period
(radius timeout*). However, radius timeout* (retransmit+1) must be smaller than dot1x timeout server-timeout. Otherwise,
the emergency channel does not take effect. In this example, 2*(2+1)=6s, which is smaller than 20s, and therefore, the

emergency channel is effective.

V. Verification

1. Before authentication, users can access the resources inside the secure channel, but can not access the resources inside

the non secure channel
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The same can also be verified, the security channel is free to authenticate users of IP and MAC, the user can also communicate

properly.

2. When the radius server hangs, the user can achieve escape function

Rui jie##show dotlx summary

ID

Check the user info.



Rui jie#fshow dotlx user id 7

3. open debug radius event, you can see the entire process of an escape function :

Ruijie#debug radius event

Ruijie#*Mar 16 18:07:20: %7: [radius] aaa req authentication to group radius

*Mar 16 18:07:20:
*Mar 16 18:07:20:
*Mar 16 18:07:20:
*Mar 16 18:07:20:
*Mar 16 18:07:20:
*Mar 16 18:07:22:
*Mar 16 18:07:22:
*Mar 16 18:07:22:
*Mar 16 18:07:22:

*Mar 16 18:07:22:

%7:

%7:

%7:

%7

%7

%7:

%7:

%7:

%7:

%7:

time after 2 seconds

*Mar 16 18:07:24:

*Mar 16 18:07:24:

*Mar 16 18:07:24:

*Mar 16 18:07:24:

*Mar 16 18:07:24:

%7:

%7:

%7:

%7:

%7:

__rds_add_attr type=24len=0
[radius] 16 send

pkt len 676 code 1 id 16

: calcu msg auth ok

[radius] radius access requests(12).  ------ > sent access-request for the first time
[radius] user 16 retry

[radius] 16 send

pkt len 676 code 1 id 16

calcu msg auth ok

[radius] radius access requests retransmissions(18) timeout(18). ------ >timeout for the first

[radius] user 16 retry
[radius] 16 send

pkt len 676 code 1 id 16
calcu msg auth ok

[radius] radius access requests retransmissions(19) timeout(19).  ------ > timeout for the

second time after 4 seconds

*Mar 16 18:07:26: %?7: [radius] user 16 retry

*Mar 16 18:07:26: %7: [rds_user] rds delete user, state 2, atype 0



*Mar 16 18:07:26: %7: [rds_user] rds free user id 7, pkid 16 ~ ------ > timeout for the third time after 6 seconds

*Mar 16 18:07:26: %AAA-7-FAILOVER: Failing over from 'dotlx' for client 0021.cccf.6f70 on Interface
GigabitEthernet 0/1.

*Mar 16 18:07:26: %7: [radius] aaa req accounting to group radius

*Mar 16 18:07:26: %7: [accounting] acct len 116

*Mar 16 18:07:26: %7: __ rds_add_attr type =25len=0

*Mar 16 18:07:26: %7: [radius] 17 send

*Mar 16 18:07:26: %7: [radius] radius acc requests(5) and pending(3).
*Mar 16 18:07:28: %7: [radius] user 17 retry

*Mar 16 18:07:28: %7: [radius] 17 send

*Mar 16 18:07:28: %7: [radius] radius acc retransmissions(5) timeout(5).
*Mar 16 18:07:30: %7: [radius] user 17 retry

*Mar 16 18:07:30: %7: [radius] 17 send

*Mar 16 18:07:30: %7: [radius] radius acc retransmissions(6) timeout(6).
*Mar 16 18:07:32: %7: [radius] user 17 retry

*Mar 16 18:07:32: %7: [rds_user] rds delete user, state 2, atype 2

*Mar 16 18:07:32: %7: [rds_user] rds free user id 7, pkid 17

2.8.2.2 Web Authentication

2.8.2.2.1 Principle and Application Scenario of 1st-generation Web

Authentication

This section describes 1st-generation Web authentication. In the 1st-generation Web authentication, the ePortal server
exchanges Remote Authentication Dial In User Service (RADIUS) packets with the RADIUS server. In 2nd-generation Web
authentication, a switch rather than the ePortal server exchanges RADIUS packets with the RADIUS server, and the ePortal
server only redirects users to the authentication page. Currently, only a few switch models running the RGOS 10.X software

support the 2nd-generation Web authentication. For such switch models, call 4008-111-000.

Application Scenario

The Web authentication solution is recommended when the customer needs to verify the validity of various clients accessing
the network, especially mobile clients, but does not want to install complex authentication software, so that only users who
enter correct usernames and passwords can use the network. The Web authentication solution is also recommended for high

mobility scenarios. In these scenarios, there are many visitors, authentication software cannot be installed, and only Internet
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Explorer (IE) can be used for verification. In addition, this solution is applicable to scenarios in which the authentication client

cannot be installed on some special clients such as mobile phones and tablets but the IE can be used for authentication.

The Web authentication has the following advantages: Authentication is convenient and fast, and client software does not need
to be installed. A user can use any IE browser to initiate an access request, submit identity information on the redirected
authentication page, and access the network after successful authentication. It is especially applicable when the SU client
cannot be installed.

Web authentication also has many shortcomings: The ePortal server and RADIUS server need to be purchased, and switches
need to support Web authentication (not all 802.1x-compliant switches support Web authentication). In addition, the Web
authentication solution can work properly only when the Network Access Server (NAS) and the ePortal server are provided by
the same vendor (the reason is that many extended functions implement interaction via proprietary protocols and the
implementation solutions of different vendors are different). Otherwise, the NAS and ePortal server from different vendors may
be incompatible and even basic authentication cannot take effect. Therefore, the customer needs to adopt devices of the same
vendor for deploying Web authentication, which is not conducive to original device investment of the customer.

Function Description

1st-generation Web authentication: Web authentication is Web page-based authentication. Hypertext Transfer Protocol
(HTTP) packets from unauthenticated users are all intercepted by the NAS. The switch is disguised as the target access site
of a user, establishes a Transmission Control Protocol (TCP) connection with the user, and pushes the preset authentication
page to the user via HTTP redirection. The ePortal server sends an authentication request that carries user authentication
information to the RADIUS server, which returns the authentication success or failure message. If the authentication is
successful, the Web portal server delivers the IP+MAC or IP binding information to the NAS via the Simple Network
Management Protocol (SNMP), and sends accounting start information to the RADIUS server to start accounting. In this way,

users can be authenticated online and no authentication client needs to be installed.

The figure below shows the typical networking of Web authentication.
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Roles of Web Authentication

1. Authentication client: An authentication client usually refers to a browser running HTTP. When a user needs to access the

Internet via a browser, the browser sends an HTTP request.
2. Authentication device (NAS): The Web authentication function needs to be enabled on the authentication device (NAS).

3. Portal server: A portal server provides the authentication page for Web authentication and allows related operations. The
portal server receives an HTTP-based authentication request from an authentication client, extracts account information from
the request, and sends the information to the authentication server for authentication. After authentication, the portal server

notifies the user and authentication device (NAS) of the authentication result.

4. RADIUS server: A RADIUS server provides RADIUS-based remote user authentication. The portal server extracts user
account information from an HTTP request and sends the information to the RADIUS server for authentication via RADIUS.
The RADIUS server returns the authentication result to the portal server via RADIUS.

Web Authentication Process

1. Before authentication, the authentication device (NAS) intercepts all HTTP requests sent by an unauthenticated user and

redirects them to the portal server. Then, an authentication page pops up on the browser of the user.

2. The user enters authentication information (username, password, and verification code) on the authentication page for the

browser to interact with the portal server.
3. The portal server and authentication server (SAM) complete identity authentication.

4. After the user succeeds in the authentication, the portal server notifies the authentication device (NAS) that the user has

been authenticated. The authentication device (NAS) allows the user to access Internet resources.

The figure below shows the detailed flow.
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Go-offline Modes of Web Authentication
(1) A user clicks Log off on the Web authentication page to go offline.

This go-offine mode does not close the Web authentication page. If a user directly closes the authentication page after

authentication, the user needs to go offline in other modes.

A user initiates a go-offline request via HTTP. After receiving this request, the Web portal server sends the go-offline request
to the NAS. The NAS responds to the request and the Web portal server sends an accounting stop packet to the RADIUS

server.

Go-offline time: The user immediately goes offline (the access switch immediately sends the forcible go-offline notification to

the ePortal server).
(2) An administrator disables the Web authentication function of the access switch by running commands on the CLI.

Go-offline time: The user immediately goes offline (the access switch immediately sends the forcible go-offline notification to

the ePortal server).
(3) The port for connecting the access switch to the user client is shut down.
(4) The access switch detects that there is no traffic of the user for a long time.

(5) The Web portal server detects that the user is already offline (for 75 minutes) on the keepalive page.

3-108



RG-Switch Implementation Cookbook V1.2 Configuration Guide

The ePortal server may fail to receive the go-offline notification from the NAS due to network failures, and as a result, the user
cannot go offline. However, there is a heartbeat mechanism between the ePortal server and keepalive page. If the ePortal
server fails to receive heartbeat packets from the user within the keepalive period, it deletes user information and brings the

user offline forcibly. Therefore, the authenticated user will go offline finally but the go-offline time may be inaccurate.

Go-offline time: By default, the ePortal server exchanges keepalive packets with the authentication page at an interval of 15
minutes. If the ePortal server fails to receive keepalive packets for consecutive five times, it considers that the user is offline.
The keepalive time and exchange count can be configured on the ePortal server.

(6) The RADIUS server (SAM) actively forces the user to go offline.
Go-offline time: The user immediately goes offline.
Preconditions for Web Authentication (Important, Must-read)

According to the go-online and go-offline principles of Web authentication, Web authentication can be performed provided that
HTTP packets are intercepted and redirected to the ePortal server via HTTP for authentication. The preconditions are described
in detail as follows:

(1) Users can obtain IP addresses. ----- >The switch allows the Dynamic Host Configuration Protocol (DHCP) and Domain
Name Service (DNS) packets to pass through by default as long as Web authentication is enabled on switch interfaces.

(2) PC clients have the Address Resolution Protocol (ARP) information of the gateway (only the PC clients having the ARP
information of the gateway can send cross-network segment TCP URL and HTTP requests) and can communicate with the
gateway and ePortal server. If PC clients cannot obtain ARP information of the gateway, they cannot send TCP requests and
HTTP requests. This is common during tests. ------ >Configure an authentication-exempt address (out of the control of 802.1x
authentication and Web authentication) to allow packets from the user gateway, ePortal server, and uncontrolled sites to pass
through. This authentication-exempt address is used to match destination IP addresses of packets. Packets whose destination
IP addresses are the authentication-exempt address are allowed to pass through even if the packets are from unauthenticated

users, and ARP packets from the gateway address are also allowed to pass through.

(3) The website URL accessed by the user can be resolved into an IP address by the DNS server. ----- >The switch allows
DHCP and DNS packets to pass through by default when the DNS resolution is normal, provided that Web authentication is
enabled on switch interfaces.

Comparison of Different Types of Ruijie Web Authentication
Authentication roles:

Client: The functions of clients are the same in different types of Ruijie Web authentication.

NAS: In Ruijie 1st-generation Web authentication, the NAS performs redirection, and receives notifications indicating whether

users can access the Internet, from the portal server.

In Ruijie 2nd-generation Web authentication, the NAS is responsible for performing redirection and user authentication and
notifying the portal server of the authentication result. In Ruijie embedded portal authentication, the NAS is responsible for

performing redirection, pushing the authentication page and other pages, and serving as the RADIUS client.

Portal server: In Ruijie 1st-generation Web authentication, the portal server interacts with the client, performs user
authentication, and notifies the NAS of the user authentication result.
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In Ruijie 2nd-generation Web authentication, the portal server interacts with the client, notifies the NAS of user authentication

information, and receives the notification indicating whether user authentication is successful, from the NAS.
RADIUS server: The functions of RADIUS servers are the same in different types of Ruijie Web authentication.
Authentication process:

Ruijie 2nd-generation authentication moves the RADIUS interaction logic from the portal server to the device, which reduces

load of the portal server and greatly improves the overall authentication performance.

In Ruijie 2nd-generation Web authentication, the authentication is performed on the NAS, and the NAS does not need to wait
for a natification indicating whether a user can access the Internet, from the portal server.

Go-offline process:

In Ruijie 1st-generation Web authentication, billing end packets are initiated by the portal server. In Ruijie 2nd-generation Web
authentication, billing end packets are initiated by the NAS.

2.8.2.2.2 Principle and Application Scenario of 2nd-generation Web

Authentication

Application Scenario

The Web authentication solution is recommended when the customer needs to verify the validity of various clients accessing
the network, especially mobile clients, but does not want to install complex authentication software, so that only users who
enter correct usernames and passwords can use the network. The Web authentication solution is also recommended for high
mobility scenarios. In these scenarios, there are many visitors, authentication software cannot be installed, and only IE can be
used for verification. In addition, this solution is applicable to scenarios in which the authentication client cannot be installed on

some special clients such as mobile phones and tablets but the IE can be used for authentication.

The Web authentication has the following advantages: Authentication is convenient and fast, and client software does not need
to be installed. A user can use any IE browser to initiate an access request, submit identity information on the redirected
authentication page, and access the network after successful authentication. It is especially applicable when the SU client
cannot be installed.

Web authentication also has many shortcomings: The ePortal server and RADIUS server need to be purchased, and switches
need to support Web authentication (not all 802.1x-compliant switches support Web authentication). In addition, the Web
authentication solution can work properly only when the Network Access Server (NAS) and the ePortal server are provided by
the same vendor (the reason is that many extended functions implement interaction via proprietary protocols and the
implementation solutions of different vendors are different). Otherwise, the NAS and ePortal server from different vendors may
be incompatible and even basic authentication cannot take effect. Therefore, the customer needs to adopt devices of the same

vendor for deploying Web authentication, which is not conducive to original device investment of the customer.

Function Description
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2nd-generation Web authentication: Web authentication is a Web page-based authentication. HTTP packets from
unauthenticated users are all intercepted by the NAS. The switch is disguised as the target access site of a user, establishes
a TCP connection with the user, and pushes the preset authentication page to the user via HTTP redirection. The portal server
sends user information to the NAS via the portal protocol. The NAS completes authentication on the RADIUS server by using
this identity information, permits the access of valid users, and returns the authentication result to the portal server. The portal

server presents the authentication result returned by the NAS to the user on a page.

This section describes Ruijie 2nd-generation Web authentication. In the 1st-generation Web authentication, the ePortal server
exchanges RADIUS packets with the RADIUS server. In the 2nd-generation Web authentication, these actions are performed
by the device. In the 2nd-generation Web authentication solution, the main process is completed on the device, and therefore
higher requirements are raised for the device, and the device is confronted with heavy processing load. However, the portal
server is simplified. In addition, packet interaction is performed in compliance with the portal specifications of China Mobile that
are widely applied in the industry. In this way, device vendors and server vendors can develop compatible products.

The figure below shows the typical networking of Web authentication.
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Roles of Web Authentication

1. Authentication client: An authentication client usually refers to a browser running HTTP. When a user needs to access the
Internet via a browser, the browser sends an HTTP request.

2. Authentication device (NAS): The authentication device (NAS) receives user authentication information from the portal server
and initiates an authentication request to the RADIUS server. It determines whether to allow the user to access the Internet
based on the authentication result, and returns the authentication result to the portal server.

3. Portal server: A portal server provides the authentication page for Web authentication and allows related operations. The
portal server receives an HTTP-based authentication request from an authentication client, extracts account information from
the request, and sends the information to the authentication device (NAS). The portal server presents the authentication result

returned by the network core switch to the user on a page. The portal server shown in the figure is a Ruijie ePortal server.
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4. RADIUS server: A RADIUS server provides RADIUS-based remote user authentication. The authentication device (NAS)
receives user authentication information from the portal server, and requests authentication from the RADIUS server via the
RADIUS protocol. The RADIUS server returns the authentication result to the authentication device (NAS) via the RADIUS

protocol. The RADIUS server shown in the figure is a Ruijie SAM server.
Web Authentication Process

1. Before authentication, the device intercepts all HTTP requests sent by an unauthenticated user and redirects them to the

portal server. Then, an authentication page pops up on the browser of the user.

2. The user enters authentication information (username, password, and verification code) on the authentication page for the

browser to interact with the portal server.
3. The portal server sends the user authentication information to the authentication device (NAS).

4. The authentication device (NAS) initiates authentication to the RADIUS server and returns the authentication result to the

portal server.
5. The portal server presents the authentication result (success or failure) to the user on a page.

The figure below shows the detailed flow.
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Go-offline Modes of Web Authentication

(1) A user clicks Log off on the Web authentication page to go offline.
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This go-offine mode does not close the Web authentication page. If a user directly closes the authentication page after

authentication, the user needs to go offline in other modes.

A user initiates a go-offline request via HTTP. After receiving this request, the Web portal server sends the go-offline request
to the authentication device (NAS). The authentication device (NAS) responds to the request and sends an accounting stop
packet to the RADIUS server.

Go-offline time: The user immediately goes offline (the authentication device (NAS) immediately sends the forcible go-offline
notification to the ePortal server).

(2) An administrator disables the Web authentication function of the access switch by running commands on the CLI.

Go-offline time: The user immediately goes offline (the authentication device (NAS) immediately sends the forcible go-offline
notification to the ePortal server).

(3) The port for connecting the authentication device (NAS) to the user client is shut down.
(4) The core switch detects that there is no traffic of the user for a long time.

(5) The RADIUS server (SAM) actively forces the user to go offline.

Go-offline time: The user immediately goes offline.

Preconditions for Web Authentication (Important, Must-read)

According to the go-online and go-offline principles of Web authentication, Web authentication can be performed provided that
HTTP packets are intercepted and redirected to the ePortal server via HTTP for authentication. The preconditions are described

in detail as follows:

(1) Users can obtain IP addresses. ----- >The switch allows the DHCP and DNS packets to pass through by default as long as
Web authentication is enabled on switch interfaces.

(2) PC clients have ARP information of the gateway (only the PC clients having the ARP information of the gateway can send
cross-network segment TCP URL and HTTP requests) and can communicate with the gateway and ePortal server. If PC clients
cannot obtain ARP information of the gateway, they cannot send TCP requests or HTTP requests. This is common during tests.
------ >Configure an authentication-exempt address (out of the control of 802.1x authentication and Web authentication) to allow
packets from the user gateway, ePortal server, and uncontrolled sites to pass through. This authentication-exempt address is
used to match destination IP addresses of packets. Packets whose destination IP addresses are the authentication-exempt
address are allowed to pass through even if the packets are from unauthenticated users, and ARP packets from the gateway

address are also allowed to pass through.

(3) The website URL accessed by the users can be resolved into an IP address by the DNS server. ----- >The switch allows
DHCP and DNS packets to pass through by default when the DNS resolution normal, provided that Web authentication is
enabled on switch interfaces.

Comparison of Different Types of Ruijie Web Authentication

Authentication roles:
Client: The functions of clients are the same in different types of Ruijie Web authentication.

NAS: In Ruijie 1st-generation Web authentication, the NAS performs redirection, and receives notifications indicating whether

users can access the Internet, from the portal server.
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In Ruijie 2nd-generation Web authentication, the access device is responsible for performing redirection and user
authentication and notifying the portal server of the authentication result. In Ruijie embedded portal authentication, the NAS is

responsible for performing redirection, pushing the authentication page and other pages, and serving as the RADIUS client.

Portal server: In Ruijie 1st-generation Web authentication, the portal server interacts with the client, performs user

authentication, and notifies the NAS of the user authentication result.

In Ruijie 2nd-generation Web authentication, the portal server interacts with the client, notifies the NAS of user authentication
information, and receives the notification indicating whether user authentication is successful, from the NAS.

RADIUS server: The functions of RADIUS servers are the same in different types of Ruijie Web authentication.
Authentication process:

Ruijie 2nd-generation authentication moves the RADIUS interaction logic from the portal server to the device, which reduces

load of the portal server and greatly improves the overall authentication performance.

In Ruijie 2nd-generation Web authentication, the authentication is performed on the NAS, and the NAS does not need to wait
for a notification indicating whether a user can access the Internet, from the portal server.

Go-offline process:

In Ruijie 1st-generation Web authentication, billing end packets are initiated by the portal server. In Ruijie 2nd-generation Web

authentication, billing end packets are initiated by the NAS.

2.8.2.3 Web Authentication (Applicable to Non-RGOS11.X Software Platform)

2.8.2.3.1 1st-generation Web Authentication

Networking Requirements

1. User PCs connect to the f0/1 and f0/2 interfaces of the access switch and the g0/25 uplink port of the NAS is connected to
the g0/2 port of the core switch. The core switch is connected to both the SAM server and Web authentication server (ePortal

server). The user gateway and server gateway are configured on the core switch.
2. The Web authentication function is configured on the access switch, to implement Web authentication for users.

3. The traffic-based go-offline function needs to be implemented on the switch. If the traffic of an authenticated user is smaller
than 100 kbps in 10 minutes, the system considers that the user is offline and deletes the user from the authentication list.

4. The switch needs to implement anti-ARP spoofing for authenticated users.
5. Unauthenticated users can access LAN server resources.

6. Authentication exemption needs to be implemented for users connected to the fO/2 interface of the access switch, that is,
these users can access LAN and WAN resources without authentication.

Network Topology
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Web authentication server

IP:  192.168.33.187/24
GW: 192.168.33.1

Core switch

IP: 192.168.33.244/24
GW: 192.168.33.1

IP: 172.18.10.66/24
GW: 172.18.101

IP: 172.18.10.67/24
GW: 172.18.101

Configuration Key Points

Access switch configuration:

1.

2.

7.

8.

Configure the IP address of the portal server.

Configure the authentication URL of the portal server.

. Configure authentication-exempt addresses and authentication-exempt users.

. Enable the user gateway to allow ARP packets to pass through.

Enable Web authentication on an interface.

Optimize configuration.

Configuration Steps

Stepl  Configure the access switch.

1.

Configure Web authentication globally.

. Configure the key for the communication between the device and the portal server.

Configuration Guide

. Configure parameters for SNMP network management between the device and the portal server.

Ruijie(config)# http redirect 192.168.33.187  ---—--- > Set the IP address of the portal server.

Ruijie(config)# http redirect homepage http://192.168.33.187/eportal/index.jsp

access device.
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Ruijie(config)# web-auth portal key ruijie ~ ------ > Set the key for communication with the portal server.

Ruijie(config)# snmp-server community ruijie123 rw

Ruijie(config)# snmp-server enable traps web-auth

Ruijie(config)# snmp-server host 192.168.33.187 inform version 2c ruijie1l23 web-auth ~ ------ > Configure parameters for

SNMP network management between the access device and the portal server.

Ruijie(config)# http redirect direct-site 192.168.33.244 ~ ------ > Configure the authentication-exempt network resource
range on the access device and configure the public server address as an authentication-exempt website.

Ruijie(config)# http redirect direct-site 172.18.10.1 arp ~ ------ > If the ARP check function needs to be enabled,
configure the gateway IP address as an authentication-exempt network resource and enable the ARP option to ensure
that the PC can complete DNS and ARP requests before authentication.

Ruijie(config)# http redirect direct-site 172.18.20.1 arp ~ ----- > If the switch has multiple network segments, allow
packets from the gateways of the network segments need to pass through, to ensure that the PC completes ARP

requests to perform DNS communication.

Ruijie(config)# web-auth direct-host 172.18.10.67 ~  ------ > On the access device, set the IP address range of
authentication-exempt users.

Ruijie(config)# web-auth offline-detect flow interval 10 flow 100000 ------ > (Optional) Configure traffic-based detection
based on customer requirements. After this function is configured, the system considers that a user is offline if the traffic

of the user does not exceed 100 kbps in 10 minutes.

2. Configure web authentication on an interface.
Ruijie(config)# interface range fa0/1-2
Ruijie(config-if-range)# web-auth port-control ~ ------ > Configure a port as a controlled port of Web authentication.

Ruijie(config-if-range)# arp-check ~ -—--- > Enable the ARP check function to implement anti-ARP spoofing for
connected users. After Web authentication succeeds, the switch automatically binds the IP+MAC of authenticated users

to provide valid security entries for ARP checks.
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2. Configure basic functions of the switch.
Ruijie(config)#vlan 10
Ruijie(config-vlan)#exit
Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 172.18.10.61 255.255.255.0
Ruijie(config-if-VLAN 10)#exit
Ruijie(config)#ip route 0.0.0.0 0.0.0.0 172.18.10.1
Ruijie(config)#interface range f0/1-2
Ruijie(config-if-range)#switchport access vian 10
Ruijie(config)#interface gigabitEthernet 0/25
Ruijie(config-if-GigabitEthernet 0/25)#switchport mode trunk

Ruijie(config-if-GigabitEthernet 0/25)#exit

4. Configure Web authentication optimization.
Ruijie(config)#http redirect session-limit 20 port 400 ----- >Unit (quantity of TCP connection sessions
Notes:

When an unauthenticated user accesses network resources, the PC of the user sends an HTTP session connection request.
The HTTP packet of the user will be intercepted by the access device and the user is required to perform Web authentication.
TCP connection resources may be exhausted if unauthenticated users initiate excessive HTTP attacks. Therefore, it is
necessary to restrict the maximum number of HTTP sessions of unauthenticated users and the total number of HTTP sessions
on a port (excluding HTTP sessions of authenticated users) on the access device.

For the reasons above, you can run http redirect session-limit 20 port 400 to change the quantity limit of TCP connection

sessions.

Step 1  Configure the core switch.

Create VLANS, assign VLANSs, and create SVIs. For details, see the basic configuration cases. The configuration steps are

omitted here.
Step 2  Configure the SAM server.
The configuration below is for reference only. For detailed configuration, see related SAM and ePortal configuration guides.

1. Choose System Management > Device Management > Add Device to add information about the ePortal server.

2. Add a username and password on the SAM server.
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Step 3  Configure the ePortal server.

1. Choose Network Access Portal System > Device Management > Add Device Info to add the IP address and related

information of the switch.

2. Choose Network Access Portal System > System Config and add the SAM IP address and the RADIUS key.

3. Restart the ePortal service.

Function Verification

1. When a user opens any website through the browser on the client, the authentication page is displayed.

2. After the user enters the username and password correctly, the user succeeds in the authentication.

3. Check Web authentication information on the switch.

2.8.2.3.2 2nd-generation Web Authentication

Networking Requirements

1. User PCs are connected to an access device. The uplink port of the access device is connected to an aggregation device,

which is connected to a core device. Users can access the Internet through the core device.
2. The server is deployed in the server area and is connected to the core device through the internal network.

3. The IP address of PC1 obtained from the DHCP server is 192.168.4.11, the |IP address of PC2 obtained from the DHCP
server is 192.168.4.12, and their gateway address is 192.168.4.1.

4. The domain name of the portal server is www.web_auth.com, which can be resolved by the internal DNS server. The Web
authentication URL is http://www.web_auth.com/webportal/index.jsp. If no internal DNS server is deployed, the IP address of

Web authentication server can be directly set in the URL.
5. The SAM server serves as the RADIUS server and provides the authentication and billing services.
6. The server area has a public server, which can be accessed without authentication.

Network Topology


mk:@MSITStore:C:/Users/Admin/Desktop/RSW-0050%20锐捷交换机产品实施一本通（V4.0）/RSW-0050%20锐捷交换机产品实施一本通（V4.0）.chm::/www.web_auth.com
http://www.web_auth.com/webportal/index.jsp

RG-Switch Implementation Cookbook V1.2 Configuration Guide

Authentication-free
server
192.168.5.1  Server zone

R ——

Core switch DNS Server

DHCP Server

Aggregation switch

Gi1/1 / \\ SAM  Web authentication server
1=

A 192.168.3.1

Access switch ‘ - , ‘gh ‘ : ’ e o e e P e FE F O G
Fa0/2 Fa0/3

PC1 PC2
192.168.4.11 192.168.4.12

T ————————————— ————— o

e

»

Configuration Key Points

Access switch configuration:

1.

2.

7.

8.

Configure the IP address of the portal server.

Configure the authentication URL of the portal server.

. Configure the key for the communication between the device and the portal server.

. Configure parameters for SNMP network management between the device and the portal server.
. Configure authentication-exempt addresses and authentication-exempt users.

. Enable the user gateway to allow ARP packets to pass through.

Enable Web authentication on an interface.

Optimize configuration.

Configuration Steps

Setp 1  Configure the access switch.

1

. Configure Web authentication globally.

Ruijie(config)# portal-server eportalv2 ip 192.168.3.1 url http://192.168.3.1:80/smp/commonauth

Ruijie(config)# web-auth portal eportalv2 = ------ >Configure Ruijie 2nd-generation Web authentication.
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Ruijie(config)# web-auth portal key ruijie123 ------ >Configure the key for Web authentication.

Ruijie(config)# aaa new-model

Ruijie(config)# radius-server host 192.168.3.1 key ruijie1l23 ------ >Configure the key for communication with the
RADIUS server.

Ruijie(config)# aaa authentication web-auth default group radius =~ ------ >Create a Web authentication method list and
name it ruijie.

Ruijie(config)# aaa accounting network ruijie start-stop group radius ------ >Create a Web accounting method list and
name it ruijie.

Ruijie(config)#web-auth accounting ruijie  ------ >Invoke the accounting list.

Ruijie(config)# snmp-server community ruijie123 rw

Ruijie(config)# snmp-server enable traps web-auth

Ruijie(config)# snmp-server host 192.168.3.1 inform version 2c ruijie123 web-auth ~ ------ >Configure parameters for

SNMP network management between the access device and the portal server.

Ruijie(config)# http redirect direct-site 192.168.5.1 ------ >Configure the authentication-exempt network resource range on

the access device and configure the public server address as an authentication-exempt website.

Ruijie(config)# http redirect direct-site 192.168.4.1 arp  ------ >Configure the gateway IP address as an authentication-
exempt network resource and enable the ARP option to ensure that the PC can complete DNS and ARP requests before
authentication. If the switch has multiple network segments, allow packets from the gateways of the network segments to
pass through, to ensure that the PC completes ARP requests to perform DNS communication.

Ruijie(config)# web-auth direct-host 192.168.4.12 arp --—--- >0On the access device, set the IP addresses of
authentication-exempt users and configure 192.168.4.12 as an authentication-exempt address. If the ARP check

function is enabled on an interface, enable the ARP option.



Ruijie(config)# web-auth offline-detect flow interval 10 flow 100000------ >(Optional) Configure traffic-based detection
based on customer requirements. After this function is configured, the system considers that a user is offline if the traffic

of the user does not exceed 100 kbps in 10 minutes.

2. Configure Web authentication on an interface.
Ruijie(config)# interface range fa0/1-2
Ruijie(config-if-range)# web-auth port-control ~ ------ >Configure a port as a controlled port of Web authentication.

Ruijie(config-if-range)# arp-check ~ ------ >Enable the ARP check function to implement anti-ARP spoofing for
connected users. After Web authentication succeeds, the switch automatically binds the IP+MAC of authenticated users

to provide valid security entries for ARP checks.

3. Configure basic functions of the switch.
Ruijie(config)#vlan 10
Ruijie(config-vlan)#exit
Ruijie(config)#interface vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.4.13 255.255.255.0
Ruijie(config-if-VLAN 10)#exit
Ruijie(config)#ip route 0.0.0.0 0.0.0.0 192.168.4.1
Ruijie(config)#interface range f0/2-3
Ruijie(config-if-range)#switchport access vian 10
Ruijie(config)#interface gigabitEthernet 1/1
Ruijie(config-if-GigabitEthernet 1/1)#switchport mode trunk
Ruijie(config-if-GigabitEthernet 1/1)#exit

Ruijie(config)#wr  ------ >Confirm that the configuration is correct and save the configuration.

4. Configure Web authentication optimization.

Ruijie(config)#http redirect session-limit 20 port 400 --—--- >Unit (quantity of TCP connection sessions)

Notes:

When an unauthenticated user accesses network resources, the PC of the user sends an HTTP session connection request.
The HTTP packet of the user will be intercepted by the access device and the user is required to perform Web authentication.

TCP connection resources may be exhausted if unauthenticated users initiate excessive HTTP attacks. Therefore, it is
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necessary to restrict the maximum number of HTTP sessions of unauthenticated users and the total number of HTTP sessions

on a port (excluding HTTP sessions of authenticated users) on the access device.

For the reasons above, you can run http redirect session-limit 20 port 400 to change the quantity limit of TCP connection

sessions.

Setp 2  Configure the core switch.

Create VLANSs, assign VLANSs, and create SVIs. For details, see the basic configuration cases. The configuration steps are

omitted here.
Setp 3  Configure the SMP server.
The configuration below is for reference only. For detailed configuration, see related SMP and ePortal configuration guides.

1. Choose Authentication, Authorization, and Management > Manage Device > Add Device to add a device and template.
2. Add a user group, a user template, and a user.

(1) Add a user template.

(2) Add a user group.

(3) Add a user.

3. Select Enable Web Authentication.

Function Verification

1. When a user opens any website through the browser on the client, the authentication page is displayed.

2. After the user enters the username and password correctly, the user succeeds in the authentication.

3. Check Web authentication information on the switch.

2.8.2.4 Web Authentication (Applicable to RGOS11.X Software Platform)

2.8.2.4.1 Performance Description

Network Topology
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Precautions for Web Authentication Deployment on the Aggregation Switch
User capacity of the aggregation switch:
The user capacity supported by the switch varies with the network environment.

Web authentication performance is subject to the background data traffic of unauthenticated users and the number of users
who request authentication concurrently. Unauthenticated users send TCP requests before sending HTTP requests. Their TCP
data traffic is sent to the CPU, resulting in high CPU usage. TCP data traffic of authenticated users is directly forwarded and is

not sent to the CPU. The supported user capacity varies with the background environment.
In the following tests, the supported user capacity is tested based on the most stringent conditions in customer scenarios:

1. All supported users need to be authenticated within 30s, for example, in the following scenario: A power failure occurs
suddenly in peak hours of Internet access performed by users in dormitories of a school, or connected PCs start up at the

same time.

2. The maximum CPU usage cannot exceed 80% during authentication to prevent protocol exceptions on the aggregation
switch (for example, DHCP, OSPF, or SNMP exceptions).

3. Background traffic: Some Internet access applications on user PCs such as QQ, Xunlei, and iQIlYI start automatically upon
PC startup, and send a large number of TCP requests to establish connections. In addition, HTTP requests sent by applications
such as AliwWangWang and Kuwo are redirected to the Web authentication page by the switch. HTTP-triggered TCP
connections for Web authentication and TCP connections triggered by other applications cause heavy load on the device.
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2.8.2.4.2 2nd-generation Web Authentication

Web Function Configuration
Networking Requirements

1. A customer can use common browsers to perform access authentication, with no need to install a dedicated authentication

client.

2. When an unauthenticated user accesses the Internet, the device forces the user to log in to a specific site, where the user
can access services free of charge.

3. When the user needs to use other information on the Internet, the user must be authenticated by the Web authentication

server.
4. Authenticated users need to be charged.
5. Users do not need to be authenticated when accessing related servers.

6. Authentication-exempt users can be configured based on source MAC addresses to access Internet resources without being
authenticated.

7. Authentication-exempt users can be configured based on source IP address, including the management IP addresses of
downlink switches, to access Internet resources without being authenticated.

8. Authenticated users do not perceive migration.

9. Anti-ARP spoofing is required.

10. (Optional) User traffic-based detection can be configured to ensure billing accuracy.
11. Anti-attack and anti-loop optimization need to be configured.

Network Topology
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Notes

1. If the authentication function and user gateway are configured on the core switch RG-N18000, the simplistic solution is
recommended. In this solution, run auth-mode gateway to switch the RG-N18000 to gateway mode (the RG-N18000 works
in access mode by default; if the RG-N18000 serves as an access or aggregation switch, the work mode does not need to be
switched). After configuring this command, save the configuration and restart the switch for the configuration to take effect.

This command is mainly used to enable the authentication mode.
Note: For the authentication configuration in the simplistic solution, see the Ruijie SCN Solution Cookbook.

2. Ensure that the client can ping the ePortal server successfully before configuring Web authentication on the authentication
switch.

3. The following restrictions exist when Web authentication is enabled on the authentication switch:

If a dumb switch is connected in the downlink direction and no security function is configured, users who connected to the
switch may encounter attacks of ARP spoofing, DHCP server spoofing, private IP address configuration, and bandwidth

exhaustion caused by loops.

If an NMS-managed switch is connected in the downlink direction, authentication exemption needs to be configured for the
management address of the switch so that the connected downlink switch can be managed. The following security functions
are recommended:

Anti-ARP spoofing: The IP source guard + ARP-check solution is recommended.

Prevention of DHCP server spoofing/Private IP address configuration: DHCP snooping solution
Broadcast storm control

Port anti-loop function

Common antivirus port filtering: ACL (optional)

Configuration Key Points

Switch configuration:

1. Configure Authentication, Authorization and Accounting (AAA).

2. Configure the Web authentication redirection page and Web authentication server (ePortal server).
3. Configure the ARP address for packets from the gateway to pass through.

4. Configure authentication-exempt users based on source IP address.

Note: The downlink NMS-managed switch needs to be configured as an authentication-exempt user for management.
5. (Optional) Configure authentication-exempt users based on source MAC addresses.

6. (Optional) Configure user traffic detection based on customer requirements.

Downlink switch configuration:

1. Guard settings

(1) Anti-ARP spoofing

(2) Anti-DHCP spoofing
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2. Anti-loop settings

ePortal server configuration:

Add a device.

SAM server configuration:

1. Add a device.

2. (Optional) Configure a billing policy.

3. Add users.

4. (Optional) Recharge accounts.

Configuration Steps

Step 1 Configure the core switch.

1. Configure AAA.
Ruijie#configure
Ruijie(config)#aaa new-model
Ruijie(config)#radius-server host 17.17.1.6 key ruijie
Ruijie(config)#aaa authentication web-auth default group radius

Ruijie(config)#aaa accounting network default start-stop group radius

2. Configure the Web authentication redirection page and Web authentication server (ePortal server).
Ruijie(config)#web-auth template eportalv2
Ruijie(config.tmplt.eportalv2)#ip 17.17.1.6
Ruijie(config.tmplt.eportalv2)#exit

Ruijie(config)#web-auth portal key ruijie ~ ------ >Configure the key for communication between the authentication device
and the authentication server.

Ruijie(config)#web-auth template eportalv2

Ruijie(config.tmplt.eportalv2)#url http://17.17.1.6/eportal/index.jsp
Ruijie(config.tmplt.eportalv2)#exit

Ruijie(config)# interface GigabitEthernet 1/1

Ruijie(config-if)# web-auth enable eportalv2 =~ ------ >Enable Web authentication on the interface.

Ruijie(config-if)# exit

3. Configure the ARP address for packets from the gateway to pass through.



Ruijie(config)#http redirect direct-site 18.1.1.1 arp - >Configure the gateway IP address as an authentication-
exempt network resource and enable the ARP option to ensure that the PC can complete DNS and ARP requests before
authentication.

Ruijie(config)#http redirect direct-site 19.1.1.1 arp ~ ----- >|f the switch has multiple network segments, allow packets
from the gateways of the network segments to pass through, to ensure that the PC completes ARP requests to perform
DNS communication.

4. Configure authentication-exempt users based on source IP addresses.
Ruijie(config)#web-auth direct-host 20.1.1.2 arp

Note: The downlink NMS-managed switch needs to be configured as an authentication-exempt user for management. Packets
from this switch need to carry the ARP option.

5. (Optional) Configure authentication-exempt users based on source MAC addresses.

mac access-list extended mianrenzhen

permit host 5124.3526.0023 any etype-any ---->Configure the ACL-based authentication exemption mechanism, for
example, configure MAC addresses of two public PCs in the service hall as authentication-exempt users.

security global access-group mianrenzhen

6. (Optional) Configure user traffic detection based on customer requirements.

offline-detect interval 6 threshold 0 ----- >This function is used to detect whether a user is online based on traffic. The
system considers that a user is offline if the traffic of the user (bidirectional traffic of the authentication port) is 0 within 6
minutes (480 minutes by default).

Step2  Configure the downlink switch.
1. Configure anti-ARP spoofing.

Anti-ARP spoofing is used in combination with DHCP snooping. The IP source guard + ARP-check solution can be used to

prevent users from initiating ARP spoofing attacks.

See 2.8.4 "ARP Spoofing Protection."

2. Configure anti-DHCP server spoofing.

Configure DHCP snooping to prevent users from obtaining abnormal addresses due to private settings of the DHCP server.

3. Configure loop prevention.



The Rapid Link Detection Protocol (RLDP) solution is recommended to prevent loops. See 2.9.7.3 "RLDP."
Step 3  Configure the ePortal server.

For more information, see the ePortal implementation guide.

Log in to the management page of the ePortal server.

1. Add a device.

2. Set SNMP Version to SNMPv2c.

3. Set Device Type to 2nd-generation Web Authentication Access Device.

The configuration can be error-prone. Select Web Authentication Access Device for the 1st-generation Web authentication
and 2nd-generation Web Authentication Access Device for the 2nd-generation Web authentication.

Step 4 Configure the SAM server.

1. Add a device.

Log in to the management page of the SAM server and add a portal server.

2. (Optional) Configure a billing policy.

(1) Choose Billing > Billing Policy Management from the main menu.

(2) Add a policy.

(3) Determine the required policy based on actual requirements. The following uses the monthly billing policy as an example.
(4) Choose User > User Template Management > User Template List from the main menu.

(5) Select Web Authentication Monthly Billing Package, and click the icon in the Modify column, to associate with the
billing policy "Monthly Billing Package."

3. Add users.

(1) Choose User > User Management from the main menu.

(2) Create an account.

(3) If the account is free of charge, click Use Default Template of User Group in User Template.

(4) If the account needs to be charged, click Custom in User Template.

Note: User group root uses the default template.

If an account is not recharged, an error shown in the figure below is displayed.

4. (Optional) Recharge the account.

(1) Choose Billing > Fee Management from the main menu. A dialog box shown in the figure below is displayed. (2) Click
OK.

Function Verification
1. Configuration confirmation

/IChecking whether authentication-exempt users (source IP-based) are configured and whether the ARP option is carried
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show web-auth control /Checking Web authentication configuration on an interface
show web-auth user all

Rﬂijé#éh web user all
current user num: 0, online 0
Address online Time Limit Time used status Mame

2. Function verification

(1) Web authentication redirection page: When a user opens any website through the browser on the client, the
authentication page is displayed.

(2) Packets from the address of the ePortal server are allowed to pass through.

The address of the authentication server can be pinged before client authentication.

(3) Authentication: A fee of 200 yuan for two months is paid for the account named test.
a. On the PCL1 client, use the account test for login. The login is successful.

b. Check Web authentication information on the switch.

c. PC1 user can access any network.

The core switch can be pinged from PC1.

PC2 cannot access any network before authentication.

The core switch cannot be pinged from PC2 before authentication.

2.8.3 802.1x Authentication

2.8.3.1 Principle and Application Scenario

Application Scenario

802.1x provides abundant security control functions and can be easily extended. It is widely applied in various sectors including
education, financing, carriers, and governments. 802.1x can help customers implement security control and access
authorization of clients, accounting, fee collection, and operation. 802.1x authentication requires the 802.1x-complaint switch
to work with the RADIUS authentication and accounting server (such as Ruijie SAM, H3 IMC, Cisco ACS, Symantec server,

and Microsoft domain control server). 802.1x enables network security control on access ports of each client.

802.1x authentication can be deployed when mobile access devices need to accurately determine whether various network
clients are valid users and can access the network, implement real-name Internet access, record go-online and go-offline time,
or determine whether billing is required. The network center device obtains different IP address segments by using usernames
and passwords or VLANs used after authentication, to allow unauthenticated users to access only some server resources
and authenticated users to access the Internet. IP+MAC binding can be configured for valid users to prevent ARP proofing.
Alternatively, authentication client software can be installed on clients to deliver access policies, so as to control the range of
resources accessible by the users.

Note that the client software (such as Ruijie SU) needs to be installed on each user client (such as PC) for the deployment of
802.1x authentication, or the client delivered with Windows OS can be used. Due to strong compatibility and maturity of 802.1x,
the authentication switch (NAS) and server (RADIUS server) can be provided by different vendors, which greatly protects

customers' original investment on devices. In addition, the 802.1x function is deemed as a basic function in the industry. Mid-
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range and low-end products of major vendors support 802.1x. Therefore, 802.1x is the mainstream technology for security

access authentication in the industry.

Network Topology

Service
system A

Service
system B

802.1x,Switch 802.1x[Switch 802,1x Switch

= = =
9 User access @ User access @
area area

SU client

Function Description

IEEE802.x is a port-based network access control standard, which provides point-to-point security access for LANs. 802.1x is
proposed by the Institute of Electrical and Electronics Engineers (IEEE) to especially address Ethernet security defects. It

utilizes the advantages of IEEE802 LANSs to provide a means for authenticating users connected to LAN devices.

The ultimate aim of 802.1x authentication is to determine whether a port is available. If the authentication is successful, the

port is enabled. If the authentication fails, the port remains disabled.

802.1x authentication can be used to perform real-name authentication and billing on users. Ruijie's SAM/SMP authentication

solution can implement flexible Internet access control and billing policies.
Device Roles

The IEEE802.1x authentication system consists of three roles: supplicant, authenticator, and authentication server, which map

to the client, NAS, and RADIUS server respectively.

Roles in IEEE 802.1x Roles in actual application

Workstation
PC

Client

Chent

Supplicant Switch

Authenticator

1

Authentication server
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Supplicant

A supplicant is the role of end users and is generally a PC. A supplicant requests to access network services and responds to
request packets of the authenticator. IEEE802.1X-compliant client software must run on the supplicant. The most typical
software is the IEEE802.1x client embedded in Windows XP. Ruijie also has launched the IEEE802.1X-compliant STAR
Supplicant software.

Authenticator (NAS)

An authenticator (NAS) is generally an access device such as a switch. The device controls the network connection status of
a client based on its current authentication status. The device serves as an agent between clients and the sever. It requests
usernames from clients, checks the authentication information with the server, and forwards the information to the clients. In
addition, the device serves as the IEEE802.1x authenticator and a RADIUS client. Therefore, this device is called a Network
Access Server (NAS), which encapsulates responses from clients into packets in the RADIUS format, forwards the packets to
the RADIUS server, interprets information received from the RADIUS server, and forwards the obtained information to the

clients.

The device serving as an authenticator supports two types of ports: controlled ports and uncontrolled ports. User clients
connected to a controlled port can access network resources only after the users succeed in the authentication. User clients
connected to an uncontrolled port can directly access network resources without authentication. Therefore, user clients should
be connected to controlled ports to implement user control, and the uncontrolled ports are mainly used to connect to the
authentication server, to ensure normal communication between the authentication server and the device.

Authentication server (RADIUS server)

The authentication server is usually a RADIUS server, which works with the authenticator to provide the authentication service
for users. The authentication server stores usernames and passwords as well as related authorization information. One
authentication server can provide the authentication service for multiple authenticators, to implement centralized management
of users. The authentication server also manages accounting data sent from the authenticator. Ruijie's 802.1x-compliant
devices are fully compatible with the standard RADIUS server, such as the RADIUS server embedded in Microsoft Windows
2000 Server and the Linux FreeRADIUS server.

The figure below shows the process of exchanging 802.1x packets.
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Supplicant NAS RG-SAM

Initialization

(1)} EAPoL Start
Authentication
start
(2} EAP Reguest C:
{3} EAP Response (4} Radius Access-Request
(1) - (10) : oonse,,
Authentication< (5} Radius Access-Challenge
phase (8} EAP Challenge Request -
(7) EAP Challenge RESDEHSE (8} Radius Access-Reguest
(107 EAP Success . (9} Radius Access-Accept
sweesl 1141} Radius Accounting-Request  (Start) (10) - {113
(12} Radius Accounting-Response } Billing phase
Accounting
start
(13} EAPoL Logoff
(14} Radius Accounting-Recquest (Stop}
{133 - {16} - . .
Go-offline phase (15} Radius Accounting-Responset
(16} EAP Failure *
[ User go-offline The SAM server works with the NAS to
complete network billing for users in Phases

10 to 16 according to a billing policy.

Detailed description:
1. The client SU sends an EAP packet in multicast mode to initiate the authentication process.

2. After receiving the packet, the switch sends an EAP Request packet to respond to the authentication request of the client

and requests the user to provide the username.

3. After receiving the EAP Request packet, the client responds with an EAP Response packet that encapsulates the username

to the switch.

4. The switch encapsulates the EAP Request packet from the client together with the IP address and port of the switch into a

RADIUS Access-Request packet, and sends the packet to the authentication server.

5. After receiving the RADIUS Access-Request packet, the authentication server performs verification. If information about the

user is valid, the authentication server initiates a RADIUS Access-Challenge packet requesting user password.

6. After receiving the RADIUS Access-Challenge packet, the switch forwards the challenge request to the client by using an

EAP Challenge Request packet.

7. After receiving the EAP Challenge Request packet, the client encrypts the user password, encapsulates it into an EAP

Challenge Response packet, and returns it to the switch.

8. The switch encapsulates the EAP Challenge Response packet into a RADIUS Access-Request packet, and forwards it to

the authentication server.

9. The authentication server verifies the user password. If the verification fails, the authentication server returns a RADIUS
Access-Reject packet to reject the user's authentication request. If the verification is successful, the authentication server sends

a RADIUS Access-Accept packet to the switch.

3-132



RG-Switch Implementation Cookbook V1.2 Configuration Guide

10. After receiving the RADIUS Access-Accept packet from the authentication server, the switch removes the access control
over the client, and sends an EAP Success packet to the client, notifying the client of the authentication success.

11. The switch sends a RADIUS Accounting-Request (Start) packet to the authentication server to request to start user

accounting.

12. After receiving the request, the authentication server starts accounting and returns a RADIUS Accounting-Response packet

to the switch to notify the switch that the accounting has started.
13. When the user goes offline, the client sends an EAPOL Logoff packet to the switch to request the go-offline operation.
14. The switch sends a RADIUS Accounting-Request (Stop) packet to the authentication server to request to stop accounting.

15. After receiving the request, the authentication server stops accounting and responds with a RADIUS Accounting-Response

packet.

16. The switch sends an EAPOL Failure message to the client to notifying the client of go-offline success and enables access

control over the user.

2.8.4 MSTP+VRRP

2.8.4.1 MSTP+VRRP Overview

Two common deployment patterns of MSTP+VRRP
1. MSTP with single instance:
As figure shown below, SW1 is the root bridge for MSTP instance 0 to which all vlans are mapped and master VRRP

gateway for all vlans. This deployment patterns of MSTP is almost the same to RSTP.

Merit: ~Easier maintenance and implementation
Demerit: SW2 is the second root and backup VRRP gateway which doesn't forward any traffic .1t is a waste of network

resource.

qh  TendnTenan g2
MSTP+VRRP
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2. MSTP with Multiple instances:

As figure shown below, SW1 is the root bridge for MSTP instance 1 and secondary root for instance

2. SW2 is Root Bridge for MSTP instance 2 and secondary root for instance 1. MSTP instance 1 includes VLAN 10, 60 and
80 and instance 2 includes VLAN 20, 30 and 70.

SW1 is the master VRRP gateway for VLAN 10, 60 and 80 and the backup VRRP gateway for VLAN 20, 30 and 70. SW2 is
the master VRRP gateway for VLAN 20, 30 and 70 and the backup gateway for VLAN 10, 60 and 80.

Merit: Fully occupy network resource
Demerit: More complicated configuration and maintenance than MSTP with single instance

ye )

VRRP 3 Master VRRP 5 Master
Root bridge for instance 5(VLAN50)

Root bridge for instance 3(VLAN30) Ten3/1.Tend/ g'\?-"
: MSTP+VRRP On

2.8.4.2 Configuring MSTP with single instance

Note:
The deployment pattern of "MSTP + VRRP" is replaced by deployment pattern of VSU day by day and we suggest you
to apply VSU if possible. Even so, deployment pattern of "MSTP + VRRP" is still a fallback method to ensure a
redundant and reliable network if core and distribution switches don't support VSU

We suggest you to remove some interconnection links first to avoid a Layer 2 loop

I. Network Topology
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Ten3nTensan 92"
MSTP+VRRP

SW1 is the master VRRP gateway for users on all vlans, and SW2 is the backup VRRP gateway for users on all vians.
Connect SW1 and SW2 through an Aggregate port to ensure reliability and configure this AP as Trunk port.

The IP address of SW1 on VLANs from 10 to 80 are 192.168.10.1 to 192.168.80.1 , and IP address of SW2 on VLANs from
10 to 80 are 192.168.10.2 t0 192.168.80.2 , and VRRP IP address are 192.168.10.254 to 192.168.80.254.

Il. Configuration Steps
Configuring SW1
Ruijie#config terminal

Ruijie(config)#spanning-tree mst O priority 0~ ------ >instance id=0 , priority=0(The lower the number, the more
likely the switch will be chosen as the root bridge) by default , all vlans are mapped to instance O .

Ruijie(config)#spanning-tree  ------ >enable STP feature and the default STP mode is MSTP

Ruijie(config)#e  xit

Configure MSTP

Configuring AP
Ruijie#tconfig terminal
Ruijie(config)#interface aggregateport 1
Ruijie(config-if-AggregatePort 1)#switchport mode trunk
Ruijie(config-if-AggregatePort 1)#exit

Ruijie(config)#interface tengigabitEthernet 3/1
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Ruijie(config-if-TenGigabitEthernet 3/1)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/1)#exit
Ruijie(config)#interface tengigabitEthernet 3/2
Ruijie(config-if-TenGigabitEthernet 3/2)#port-group 1

Ruijie(config-if-TenGigabitEthernet 3/2)#exit

Ruijie(config)#interface range gigabitEthernet 1/1-5

Ruijie(config-if-range)#switchport mode trunk - >don't forget to prune trunk port

Configuring VRRP
Ruijie(config)#vlan 10
Ruijie(config)#inter vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.10.1 255.255.255.0
Ruijie(config-if-VLAN 10)#vrrp 10 ip 192.168.10.254

Ruijie(config-if-VLAN 10)#vrrp 10 priority 120 - > vrrp group id=10 , priority value=120 (the bigger
the number , the more likely the switch will be chosen as the master ,and default value is 100)

Ruijie(config-if-VLAN 10)#exit

Ruijie(config)#vlan 20

Ruijie(config)#inter vian 20

Ruijie(config-if-VLAN 20)#ip address 192.168.20.1 255.255.255.0
Ruijie(config-if-VLAN 20)#vrrp 20 ip 192.168.20.254
Ruijie(config-if-VLAN 20)#vrrp 20 priority 120

Ruijie(config-if-VLAN 20)#exit

Ruijie(config)#vlan 80

Ruijie(config)#inter vlan 80

Ruijie(config-if-VLAN 80)#ip address 192.168.80.1 255.255.255.0
Ruijie(config-if-VLAN 80)#vrrp 80 ip 192.168.80.254

Ruijie(config-if-VLAN 80)#vrrp 80 priority 120
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Ruijie(config-if-VLAN 80)#exit

Configuring SW2
Ruijie#tconfig terminal

Ruijie(config)#spanning-tree mst O priority 4096 ~ ------ >instance id=0 , priority=4096(The lower the number, the
more likely the switch will be chosen as the root bridge) by default , all vlans are mapped to instance O

Ruijie(config)#spanning-tree  ------ >enable STP feature and default mode is MSTP

Ruijie(config)#exit

Configuring AP
Ruijie#tconfig terminal
Ruijie(config)#interface aggregateport 1
Ruijie(config-if-AggregatePort 1)#switchport mode trunk
Ruijie(config-if-AggregatePort 1)#exit
Ruijie(config)#interface tengigabitEthernet 3/1
Ruijie(config-if-TenGigabitEthernet 3/1)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/1)#exit
Ruijie(config)#interface tengigabitEthernet 3/2
Ruijie(config-if-TenGigabitEthernet 3/2)#port-group 1
Ruijie(config-if-TenGigabitEthernet 3/2)#exit
Ruijie(config)#interface range gigabitEthernet 1/1-5

Ruijie(config-if-range)#switchport mode trunk  ----- >don't forget to prune trunk port

Configuring VRRP
Ruijie(config)#vlan 10
Ruijie(config)#inter vlan 10
Ruijie(config-if-VLAN 10)#ip address 192.168.10.2 255.255.255.0

Ruijie(config-if-VLAN 10)#vrrp 10 ip 192.168.10.254 - >vrrp group id=10 , priority value remains default
setting(the bigger the number , the more likely the switch will be chosen as the master ,and default value is 100)

Ruijie(config-if-VLAN 10)#exit

Ruijie(config)#vlan 20
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Ruijie(config)#inter vlan 20
Ruijie(config-if-VLAN 20)#ip address 192.168.20.2 255.255.255.0
Ruijie(config-if-VLAN 20)#vrrp 20 ip 192.168.20.254

Ruijie(config-if-VLAN 20)#exit

Ruijie(config)#vlan 80

Ruijie(config)#inter vian 80

Ruijie(config-if-VLAN 80)#ip address 192.168.80.2 255.255.255.0
Ruijie(config-if-VLAN 80)#vrrp 80 ip 192.168.80.254

Ruijie(config-if-VLAN 80)#exit

Configuring SW11, SW12, S13, S14, S15, S16
Ruijie#tconfig terminal
Ruijie(config)#interface range gigabitEthernet 0/25-26
Ruijie(config-if-range)#switchport mode trunk

Ruijie(config-if-range)#exit

Ruijie(config)#spanning-tree  ------ >enable STP feature and default mod